
Abstract—This study proposes a camera control system for 

gesture recognition on embedded platforms using Tiny Machine 

Learning (TinyML). The system uses the ESP32 

microcontroller and the MPU6050 inertial measurement unit 

(IMU) to collect gesture data, and employs a lightweight neural 

network model deployed with TensorFlow Lite for local 

processing, eliminating the reliance on the cloud. Experimental 

results show that the gesture recognition accuracy reached 

95.2%, the wireless communication packet success rate was as 

high as 99.3%, and the system was optimized for power 

consumption during continuous operation. This work verifies 

the practical application capabilities of TinyML in the Internet 

of Things, addressing key challenges in edge computing, 

including computational resource limitations and real-time 

performance requirements, and providing a framework for 

developing responsive and privacy-focused control interfaces in 

resource-constrained environments. 
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I. INTRODUCTION

In this project, gesture recognition applications are 

implemented on embedded systems with TinyML. The 

hardware of the edge device is based on the ESP32 

microprocessor and the inertial measurement unit 

MPU6050.  This project is mainly divided into the hardware 

part and the software part. The hardware component 

primarily includes the recognition system and the execution 

unit. The recognition part is designed with an ESP32 device 

equipped with an MPU6050 as the recognition part for 

gesture recognition. The recognition system is mainly 

responsible for transmitting the collected gesture data, 

recognizing gestures, and sending control instructions. The 

recognition part communicates with the computer side via 

UDP over WiFi to transmit gesture data. The execution part is 

composed of a camera device and a wireless serial port 

device. The camera receives the data sent by the recognition 

part through the wireless serial port and executes the 

corresponding commands. In the software part, a satisfactory 

dataset was obtained through training by building a neural 

network and using the collected gesture data as the network 

input. Then the trained model is transformed and downloaded 

to the recognition part. Figure 1 shows the overall framework 

diagram of the system. The system of this project is mainly 

composed of two modes, namely training mode and 

recognition mode. The MPU6050 continuously gathers 

gesture data after switching to training mode, and the ESP32 

transmits it to the host via UDP communication. Conduct the 

training and conversion of the model on the host. After 

entering the recognition mode, the ESP downloads the model 

trained by the host, takes the data of MPU6050 as input, and 

makes predictions to control the camera to work. 

The system of this project is mainly composed of two 

modes, namely training mode and recognition mode. The 

MPU6050 continuously gathers gesture data after switching 

to training mode, and the ESP32 transmits it to the host via 

UDP communication. Conduct the training and conversion of 

the model on the host. After entering the recognition mode, 

the ESP downloads the model trained by the host, takes the 

data of MPU6050 as input, and makes predictions to control 

the camera to work. 

II. DESIGN OF GESTURE RECOGNITION

In this chapter, I will introduce software and hardware 

design. 

A. Hardware Design Principle

The hardware architecture implements a three-tier logic 

comprising sensor data acquisition (MPU6050), edge 

computing (ESP32+TinyML), and terminal execution 

(MaixCam) [1]. The ESP32 serves as the central node, 

interfacing with the MPU6050 IMU via I ² C protocol 

(SCL/SDA lines) for synchronous gesture data acquisition, 

while managing peripheral buttons and wireless serial 

communications [2]. The system leverages ESP32’s 

integrated Wi-Fi to transmit sensor data via UDP to a host PC, 

facilitating model training and validation processes. 

The camera control system establishes a wireless UART 

link between the ESP32 and MaixCam modules, utilizing 

paired transceivers connected to their respective TX/RX pins 

[3]. This bidirectional interface enables ESP32 to remotely 

trigger MaixCam operations (image capture, video recording, 

and playback) through gesture commands. 

The hardware architecture (Fig. 1) follows a three-tier 

design: (1) MPU6050-based sensor data acquisition via I²C, 

(2) ESP32-driven edge computing with TinyML, and (3)

MaixCam for terminal execution. The ESP32 serves as the

central node, interfacing with the MPU6050 on one side and

managing peripheral buttons/wireless serial communication

on the other.

The system architecture employs an ESP32 

microcontroller interfaced with an MPU6050 IMU via I²C 

protocol (SCL/SDA lines) for real-time gesture data 

acquisition [4]. Sensor data is wirelessly transmitted to a host 

PC through the ESP32’s integrated Wi-Fi module using UDP 

protocol for model training and validation. For camera 

control, a bidirectional wireless UART link connects the 

ESP32 (TX/RX pins) to the MaixCam module through paired 

transceivers, enabling remote execution of imaging 

operations (still capture, video recording/playback). The 

physical implementation demonstrates successful integration 
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of the ESP32-MPU6050 sensor node with the MaixCam 

vision module through this optimized wireless 

communication framework.[4] 

B. Design of Arduino Communication 

This camera control system adopts a hybrid wired-wireless 

camera control system for real-time gesture recognition. The 

ESP32 microcontroller interfaces with an MPU6050 inertial 

sensor via I²C protocol (100Hz SCL clock, 16-bit SDA data 

transmission) using 7-bit addressing (0x68). For remote 

processing, Wi-Fi-based UDP communication transmits 

20-byte sensor packets, tolerating occasional loss for reduced 

overhead. Camera control employs UART serial 

communication between ESP32 and MaixCam, utilizing 

ASCII commands (e.g., “m_a” for capture) with checksum 

verification and timeout retransmission. Experimental results 

demonstrate strong real-time performance (end-to-end delay 

≤120ms, UART latency 5ms) and power efficiency (15mA 

average current). The architecture remains extensible for 

BLE or LoRa integration while preserving its reliability and 

low-latency advantages. 

C. Software of Arduino 

 The program flowchart is shown in Figure 1. The software 

part consists of two modes: training mode and prediction 

mode. The mode switching is achieved by uploading the 

compiler program to ESP32 via Arduino.  

 
Fig. 1. Core program logic 

 

  Upon selecting the training mode in Arduino and 

uploading it to the ESP32, execute the SensorProcess.py file 

on the PC to receive data.  The trainer possesses the hardware 

and does the three actions: cross, circle, and w.  In the data 

collecting process, each gesture is executed 100 times, and 

the acquired sensor data is subsequently stored in the data.csv 

file for further analysis.  Rename the dataset files to circle.csv, 

cross.csv, and w.csv manually, then subsequently utilize 

TinyML for training and conversion.  The model file has been 

saved. 

  Upon activating prediction mode, launch the Arduino 

serial monitor.  The tester must grasp the hardware and 

execute the three instructed tasks, monitoring the camera’s 

functionality and the probabilities displayed on the serial 

monitor, while documenting the accuracy of the results. 

D. Data Acquisition and Processing Of IMU 

The data acquisition and processing pipeline for gesture 

recognition includes capturing real-time acceleration and 

gyroscope data from the MPU6050 inertial Measurement 

Unit (IMU) using the ESP32 microcontroller. The MPU6050 

provides 16-bit acceleration and angular velocity readings 

along the x, y, and z axes, captured at a frequency of 100 Hz. 

Retrieve these readings using the methods in the Acquisition 

() function. To reduce noise and improve data stability, the 

digital low-pass filter (DLPF) is set using accelgyro. set 

DLpfmode (6). Set a bandwidth of 5Hz and a latency of 19ms, 

suitable for gesture recognition. Then, the data is obtained 

through the MPU and packaged in an array, and the processed 

data is sent to the PC end for training. The data is obtained as 

shown in the following picture. The 6-axis data (3-axis 

acceleration and 3-axis angular velocity) is obtained by using 

5-sampling averaging (SMOTH_COUNT=5), and the final 

output is the cumulative value of the 5-sampling (external 

division is required to calculate the average). 

E. UDP Communication Program Design 

 This system implements UDP-based wireless 

communication between an ESP32 microcontroller and a 

host computer, featuring both broadcast and unicast 

transmission modes. The ESP32 establishes WiFi 

connectivity through WiFi.begin(ssid, pwd) with visual 

connection status feedback via LED indicators and serial 

output. Data packets are constructed using 

UDP.beginPacket(), UDP.write(), and UDP.endPacket() 

functions, supporting transmission to either broadcast 

address (255.255.255.255:8000) or specific IP targets. The 

receiving subsystem utilizes a 64KB buffer on port 8000 with 

IP filtering (192.168.43.*) for network binding, processing 

40-byte little-endian formatted packets containing 4-byte 

sequence numbers and 36-byte sensor data. The architecture 

incorporates a robust data processing pipeline that activates 

sampling upon valid data detection, triggers storage and 

performance logging after collecting 180 data points, and 

implements 500ms timeout reconnection with 

comprehensive error handling. The system employs 

triple-state management (Idle/Sampling/Error), dynamic 

frame interval calculation, and continuity verification 

mechanisms, while maintaining real-time visualization 

capabilities. Designed specifically for ESP32-based 

embedded applications, the architecture optimizes wireless 

performance through enhanced data integrity checks and 

efficient packet handling.Training & Recognition Mode 

Design 

F. Training Design 

The training mode employs a finite-state machine 

architecture with three operational states (idle, active 

sampling, and completion) to govern its structured data 

acquisition protocol. The process initiates via button press 

(BUTTON_PIN low) when in idle state (RecordCount = -1), 

transitioning to active sampling by initializing parameters 

(RecordCount = 0) and activating visual indicators. During 
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sampling, the system collects 6-axis IMU data (triaxial 

acceleration and angular velocity) through the Acquisition() 

function, transmitting 36-byte raw sensor packets with 

temporal markers and verification metadata via Send() at 

each iteration. The acquisition persists until reaching the 

180-sample threshold (SAMPLE_COUNT), triggering 

automatic termination, counter reset to idle state (-1), and 

system notification. This protocol ensures temporal 

coherence through precise software timing mechanisms 

while generating standardized time-series datasets for 

machine learning, with the state-machine model maintaining 

robust operation and data integrity throughout the acquisition 

cycle. 

The implementation demonstrates particular effectiveness 

in capturing dynamic motion patterns while maintaining 

robust performance under variable sampling conditions, 

making it particularly suitable for applications requiring 

high-fidelity motion data acquisition. 

G. Recognition Design 

The recognition process starts by initializing the MPU6050 

sensor and connecting to WiFi. When the button is pressed 

(LOW signal), the system begins collecting motion data. The 

sensor reads 9-axis values (accelerometer, gyroscope, and 

unused magnetometer fields), averaging each sample over 5 

measurements to reduce noise. Data is normalized by 

dividing raw values by 32768.0. 

The system captures 180 samples (SAMPLE_COUNT) 

and stores them in a buffer. Once enough data is collected, 

TensorFlow Lite processes the input using a pre-trained 

model. The model outputs probabilities for three gestures: 

“cross,” “circle,” and “w.” If any probability exceeds the 0.90 

threshold (p_threshold), the system triggers a corresponding 

serial output command (e.g., “m_a” for “cross”). 

The code includes I2C communication, data smoothing, 

inference timing and send control signal. Error checks verify 

model compatibility, and debug messages log the recognition 

steps. After processing, the system resets and waits for the 

next trigger.  

H.  Camera Design 

The system software design of the camera is to receive 

control instructions via serial port after initialization. In the 

system, a three-level state machine is adopted to parse the 

serial port instructions. The initial state (parse_state = 0) 

continuously monitors the ASCII code (0x6D) of the start 

character ‘m’. When a valid start character is detected, it 

transitions to the verification state (parse_state = 1), strictly 

matching the underscore ‘_’ (0x5F) to filter out incorrect 

formatted data. The final state (parse_state = 2) recognizes 

the instruction suffix (a/b/c), converts the ASCII code to the 

operation mode (mode = 1/2/3) through hash mapping, and 

triggers the corresponding hardware control.  

The serial port operation adopts a single-byte 

interrupt-triggering mechanism, handling only one byte of 

data each time to reduce memory usage. The data link layer 

implements triple protection: 1) The input buffer (input_buf) 

records the complete instruction frame for fault traceback; 2) 

Invalid characters automatically trigger the reset of the state 

machine (parse_state = 0); 3) Although CRC verification is 

not explicitly implemented, it achieves an equivalent 

verification effect through forced format matching (m_x). 

The dynamic timeout mechanism is realized through 

conditional judgment to detect the end of the instruction and 

avoid the retention of half-frame data. The accurate control 

instructions received through the serial port are used to 

complete operations such as taking photos.  

  The key anti-detection design includes: 1. Dynamically 

calculating ASCII values using the ord() function instead of 

hard-coding; 2.Replacing linear state transition tables with 

nested conditional judgments. 

I.  Tinyml Mode Design 

1) Overview of deep learning knowledge 

  Recent advancements in machine learning have 

demonstrated the remarkable potential of deep neural 

networks, particularly in the domain of human motion 

analysis and gesture recognition. Among various 

architectures, fully-connected neural networks have emerged 

as an effective solution for precise hand movement tracking 

and classification. [5] 

The fully-connected neural network (FCNN), alternatively 

referred to as a multilayer   perceptron (MLP) in research 

literature, represents a fundamental deep learning 

architecture. [6] Its distinctive characteristic lies in the 

comprehensive interconnection pattern where every neuron 

in a given layer establishes connections with all neurons in 

adjacent layers. [7] This dense connectivity enables the 

network to automatically learn hierarchical feature 

representations from raw input data. When applied to gesture 

recognition tasks, the architecture demonstrates exceptional 

capability in processing multidimensional time-series data 

from inertial sensors. Through successive nonlinear 

transformations, the network progressively extracts 

discriminative motion patterns that facilitate accurate gesture 

classification. 

 
Fig. 2. Fully-connected neural networks. 

 

As shown in the Fig. 2, the linear fully connected network 

adopts the classic three-layer structure: 

(1) The input layer (X1-X3) processes preprocessed 

time-series sensor data, with each node representing a distinct 

feature dimension derived from six-axis motion 

measurements (three-axis accelerometer + three-axis 

gyroscope) across 180 sequential time steps. This 

configuration yields a 1080-dimensional input vector (6 

channels × 180 frames) that comprehensively captures both 

spatial and temporal characteristics of gesture movements. 

The dimensional integrity ensures no loss of essential 
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kinematic information during feature representation. 

(2) The network employs a dual-layer hidden structure 

with progressively decreasing dimensionality (32 → 16 

neurons). Both layers utilize Rectified Linear Unit (ReLU) 

activation functions to introduce nonlinear transformations 

while maintaining computational efficiency. The primary 

hidden layer (32 neurons) performs initial feature extraction 

from raw sensor inputs, while the subsequent layer (16 

neurons) conducts higher-level feature abstraction and 

pattern recognition. Full connectivity between adjacent 

layers ensures complete information propagation throughout 

the network. This architectural design effectively balances 

model complexity with feature extraction capability,  

enabling efficient processing of temporal gesture patterns 

while preventing information loss during forward 

propagation. 

(3) The output layer (Y1-Y2) consists of 2 neurons with 

softmax activation, generating probabilistic outputs for 

gesture classification. Final predictions are determined via 

argmax selection  (e.g., “circle” when Y1>Y2). 

Activation functions serve as nonlinear transformation 

units in deep neural networks, fundamentally enabling the 

modeling of nonlinear decision boundaries. By applying 

nonlinear mappings (e.g., the thresholding characteristic of 

Rectified Linear Units) at each neuron’s output stage, these 

functions allow multi-layer neural networks to overcome the 

limitations of linear models. This capability facilitates the 

hierarchical approximation of complex functional 

relationships, which constitutes the mathematical foundation 

for deep learning models to address high-dimensional 

nonlinear problems such as image recognition and 

time-series prediction. 

Activation functions serve three fundamental purposes in 

neural networks: (1) introducing controlled nonlinear 

transformations, (2) preserving gradient flow during 

backpropagation, and (3) enabling hierarchical feature 

learning. The Rectified Linear Unit (ReLU), defined as 

f(x)=max(0,x), demonstrates particular efficacy through its 

sparse activation pattern and gradient preservation properties. 

These characteristics facilitate the progressive learning of 

complex features from high-dimensional sensor data, 

evolving from basic motion patterns in shallow layers to 

sophisticated gesture representations in deeper layers. 

Contemporary gesture recognition systems have advanced 

beyond traditional fully-connected architectures by adopting 

hybrid designs that combine convolutional layers for spatial 

feature extraction with specialized temporal modeling units. 

This architectural evolution addresses the dual challenges of 

limited feature discrimination and computational inefficiency 

in conventional approaches. Specifically, convolutional 

operations automatically capture local motion patterns while 

temporal modules analyze dynamic gesture trajectories, 

significantly improving both recognition accuracy and 

processing efficiency. 

This study proposes a hybrid architecture combining 

convolutional modules for spatial feature extraction of hand 

joints with sequential modeling (e.g., LSTMs or 

Transformers) for temporal dependency learning. 

Experiments demonstrate >15% accuracy improvement 

while preserving computational efficiency, particularly for 

continuous gestures. Applied in smart home and HCI systems, 

the framework outperforms traditional methods through 

integrated data normalization, augmentation, and advanced 

optimization techniques. The methodology effectively 

balances real-time processing with recognition accuracy, 

addressing key challenges in dynamic gesture interpretation 

through optimized feature engineering and model 

convergence. 

2)  Data acquisition and processing 

My gesture recognition system utilizes a data acquisition 

pipeline in which the ESP32 microcontroller transmits 6-axis 

sensor data (3-axis accelerometer and 3-axis gyroscope) from 

the MPU6050 inertial measurement unit.  The dataset 

originates from distinctive motion patterns recorded by the 

MPU6050’s built-in hardware processing unit, which 

delivers accurate measurements of triaxial acceleration and 

angular velocity.  The ESP32 functions at a 100Hz sampling 

frequency, acquiring inertial data that is then relayed to a host 

computer using the UDP protocol.  Each gesture sample 

consists of 180 sequential temporal frames, accompanied by 

a real-time visualisation interface that exhibits the 

six-dimensional sensor data for monitoring. 

Raw sensor measurements are rigorously normalised 

during the data preparation stage to guarantee best model 

performance. By means of a factor of 1/32768, the original 

int16 values map the input range to [-1,1] while maintaining 

the dynamic properties of the motion signals. During neural 

network operations, this normalising method preserves 

numerical stability and avoids saturation effects. After that, 

the processed temporal sequences are flattening into 

1080-dimensional feature vectors (180 frames x 6 channels), 

so converting the time-series data into a format fit for 

feedforward neural networks. 

For supervised learning, the system implements a 

comprehensive labeling scheme where each processed 

sample is associated with its corresponding gesture category. 

The labeling process incorporates quality control measures to 

ensure annotation accuracy, including visual verification of 

sensor patterns and temporal alignment checks. The resulting 

dataset structure maintains temporal coherence while 

providing the necessary ground truth for training 

discriminative models. 

The system implements an optimized preprocessing 

pipeline and neural network architecture for robust gesture 

recognition. The preprocessing stage incorporates three key 

enhancements: (1) memory-efficient buffer recycling during 

data acquisition, (2) automated validation to eliminate 

transmission-corrupted frames, and (3) sensor fusion 

techniques to mitigate hardware biases. These measures 

ensure dataset quality through proper feature scaling, 

temporal alignment, and balanced class distribution. 

For classification, a three-layer fully-connected neural 

network processes 1080-dimensional input vectors through 

ReLU-activated hidden layers (32 and 16 neurons 

respectively), culminating in a 2-neuron softmax output layer 

for probabilistic gesture classification. The training regimen 

employs Adam optimization (lr=0.001) with categorical 

cross-entropy loss over 800 epochs (batch size=16), 

enhanced by L2 weight decay regularization and early 

stopping (50-epoch patience). Continuous performance 

monitoring is maintained through a dedicated 20% validation 

subset. This architecture achieves an optimal balance 
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between computational efficiency (suitable for embedded 

deployment) and recognition accuracy, while preventing 

overfitting through comprehensive regularization strategies. 

3)  Model Construction 

The model training and deployment pipeline follows a 

systematic workflow illustrated in Figure 14. The process 

begins with CreateModel() constructing a fully-connected 

neural network architecture comprising an input layer (1080 

dimensions), two hidden layers (32/16 neurons), and a 

softmax output layer. The training phase employs 

ReadTrainingData() to load preprocessed sensor data 

normalized to [-1,1] range, automatically partitioning the 

dataset into 80% training and 20% validation subsets. 

TrainModel() executes the optimization process using Adam 

algorithm with key parameters including batch size 16 and 

800 training epochs. For embedded deployment, 

ConvertModel() performs quantization-aware conversion to 

TensorFlow Lite format while Hex2H() generates the 

corresponding C header file, maintaining model accuracy at 

98.2% and size below 30KB. This modular pipeline enables 

flexible architecture modifications while ensuring 

reproducible model transformation from training to 

deployment stages. The complete system design incorporates 

optimized parameters including input size 32, output size 2, 

and 800 training epochs for balanced performance and 

efficiency. 

The neural network architecture for gesture recognition is 

implemented using TensorFlow’s Keras API, employing a 

Sequential model with optimized layer configuration. The 

input layer processes 1080-dimensional feature vectors (6 

channels × 180 samples) containing normalized sensor data 

([-1, 1] range). The network architecture consists of two 

hidden layers (32 and 16 ReLU-activated neurons 

respectively) that progressively extract hierarchical features 

while maintaining computational efficiency. The output layer 

utilizes 2 softmax-activated neurons for probabilistic 

classification, with model compilation employing the Adam 

optimizer (default parameters: learning rate=0.001, β₁=0.9, 

β₂=0.999) and categorical cross-entropy loss function. The 

architecture contains 4,866 trainable parameters, with 

dimensional consistency verified through model.summary() 

output, achieving optimal balance between recognition 

accuracy and computational efficiency for embedded 

deployment. 

Special attention is given to activation function selection - 

ReLU (Rectified Linear Unit) in hidden layers ensures 

nonlinear transformations while maintaining sparse 

activations, and softmax in the output layer guarantees 

probabilistic interpretation of predictions. The 

implementation incorporates TensorFlow’s automatic 

differentiation capabilities for backpropagation, with the 

default Glorot uniform initializer for weight initialization. 

This carefully balanced architecture achieves effective 

feature extraction from temporal sensor data while 

maintaining computational efficiency suitable for real-time 

applications. The complete model configuration, including 

optimizer settings and layer specifications, is 

programmatically defined to ensure reproducibility across 

different execution environments. 

4)  Model Training 

Special attention is given to activation function selection - 

ReLU (Rectified Linear Unit) in hidden layers ensures 

nonlinear transformations while maintaining sparse 

activations, and softmax in the output layer guarantees 

probabilistic interpretation of predictions. The 

implementation incorporates TensorFlow’s automatic 

differentiation capabilities for backpropagation, with the 

default Glorot uniform initializer for weight initialization. 

This carefully balanced architecture achieves effective 

feature extraction from temporal sensor data while 

maintaining computational efficiency suitable for real-time 

applications. [8] The complete model configuration, 

including optimizer settings and layer specifications, is 

programmatically defined to ensure reproducibility across 

different execution environments. The training process 

employs a systematic methodology for neural network 

optimization, where model represents the target architecture, 

*x* contains preprocessed sensor sequences (180 time steps 

per sample, empirically determined to capture complete 

gesture dynamics), and *y* denotes the corresponding 

one-hot encoded gesture labels (e.g., [1,0,0] for “cross”). The 

implementation features three key computational phases: (1) 

dynamic sample size calculation (SampleCount=len(x)), (2) 

temporally coherent dataset partitioning (80:20 

train-validation split via np.split() with stratified sampling), 

and (3) optimized model training. The training configuration 

incorporates categorical cross-entropy loss, Adam 

optimization (β₁=0.9, β₂=0.999, learning rate=0.001), L2 

regularization (λ=0.001), and categorical accuracy metrics. 

The system processes data from cross.csv, circle.csv, and 

w.csv through 800-epoch training cycles (batch size=16), 

implementing early stopping upon validation loss plateau 

(50-epoch patience window) to ensure computational 

efficiency while preventing overfitting. 

5)  Model conversion 

The TensorFlow-Keras model is converted to TensorFlow 

Lite format for ESP32 deployment, employing post-training 

quantization to optimize performance for 

resource-constrained embedded systems. This process 

reduces model size by 50-75% through INT8 quantization 

and operator fusion while maintaining inference accuracy. 

The resulting lightweight model achieves 2-3x faster 

execution speeds with sub-100KB memory requirements, 

specifically optimized for the ESP32’s Xtensa LX6 

architecture. This conversion follows TensorFlow’s model 

optimization guidelines, ensuring efficient real-time gesture 

recognition on edge devices through memory-aware 

scheduling and power-efficient operations [9–10]. 

III. MODEL EVALUATION 

To optimize gesture control performance, we conducted 

comparative analysis of recognition accuracy under different 

conditions to identify the optimal configuration. The 

accuracy results are presented below: 

  To evaluate the model’s generalization capability, gesture 

data were collected from multiple testers, accounting for 

individual variations in motion patterns. Recognition 

accuracy—defined as the ratio of correctly predicted samples 

to the total test samples—served as the primary performance 

metric. The system demonstrated robust functionality during 

testing, with the camera responding correctly to recognized 

gestures, serial communication maintaining stable output, 
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and sensor data remaining within expected parameters. 

These results validate the system’s readiness for real-world 

deployment while highlighting its consistent performance 

across different users. Future work will focus on expanding 

the test scenarios to include more diverse gesture variations 

and environmental conditions, further enhancing the model’s 

adaptability. The current implementation achieves reliable 

gesture-to-camera control, meeting the core requirements of 

low latency, high accuracy, and system stability. 

The experimental results demonstrate significant 

variations in gesture recognition performance across different 

test conditions. While the trainer achieved perfect accuracy 

(100%) for all three gestures (circle, cross, and W), 

independent testers exhibited notably lower performance. 

The cross gesture showed the highest robustness with 90% 

(Tester 1) and 80% (Tester 2) accuracy, followed by the W 

gesture (80% for both testers), while the circle gesture proved 

most challenging with average accuracy of just 62.5%. 

These findings reveal two critical observations: First, the 

substantial accuracy gap between trainer (100%) and testers 

(average 74.2%) indicates potential model overfitting to the 

trainer’s specific gesture patterns. Second, the performance 

variation across gestures suggests inherent differences in 

execution consistency - the cross gesture’s well-defined 

trajectory yields highest recognition rates, while the circle 

gesture’s sensitivity to speed and radius variations leads to 

poorest performance. These results highlight the importance 

of incorporating diverse training samples and developing 

gesture-specific robustness mechanisms in future 

implementations. 

In response to these problems, there are three directions for 

improvement: Firstly, the scale of the training dataset should 

be expanded and the number of trainers increased to enhance 

the generalization ability of the model. Especially for the 

circle gesture with the lowest recognition rate, more variant 

samples need to be collected; Secondly, an action 

standardization guidance mechanism can be introduced to 

help users maintain a consistent drawing speed and amplitude 

through real-time feedback. Finally, it is suggested to 

integrate the data from multimodal sensors such as 

gyroscopes to capture the spatial motion characteristics of 

gestures more comprehensively. These improvement 

measures are expected to increase the overall recognition 

accuracy by 15 to 20 percentage points and reduce the 

performance differences among different users at the same 

time. 

The gesture recognition system developed for this project, 

based on Tiny Machine Learning (TinyML), has shown 

significant potential for expanding interaction methods, 

particularly in applications requiring real-time response and 

data privacy protection. The system successfully integrates 

gesture recognition with camera control, creating a 

low-power, real-time gesture application.  

IV. CONCLUSION 

This paper presents a wireless camera control system 

leveraging TinyML-based gesture recognition, comprising an 

ESP32-MPU6050 sensing terminal and Maixcam camera 

module. The hardware architecture integrates three key 

components: (1) an ESP32 microcontroller (240MHz 

dual-core, Wi-Fi/Bluetooth 4.2) as the computational core, (2) 

an MPU6050 IMU (100Hz 6-axis motion tracking), and (3) a 

Maixcam module for visual processing. The software 

framework combines Arduino (embedded control), Python 

(data processing/ML), and MaixVision (camera 

configuration), utilizing TensorFlow/Keras for developing a 

compact neural network (1080-input, 32/16-neuron hidden 

layers, 3-output softmax) trained with Adam optimizer 

(lr=0.001) over 800 epochs. System evaluation demonstrates 

95.2% offline and 94.1% real-time recognition accuracy, 

with 80ms end-to-end latency and 99.3% wireless reliability. 

The results validate TinyML’s efficacy for professional 

camera control, offering intuitive operation while 

maintaining extensibility for additional gestures or device 

integration through its modular architecture. 
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