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Abstract—In order to improve the error rate estimation method, a bootstrap method was proposed. We focus on improvement of not the error rate estimation but a classification performance of a classifier. We explore a bootstrap approach for designing a classifier. In this paper, in order to improve the classification performance of a classifier, we propose a round shape bootstrap method. The areas of bootstrap samples generated by the round shape bootstrap method are expected to be more smoothed. Experimental results show the proposed method is effective for a nearest neighbor (1-NN) classifier.
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I. INTRODUCTION

In a small training sample size situation, designing a classifier which has a high classification performance is important. Hence, a considerable amount of effort has been made to improve the classification performance, particularly in small training sample size situations. In the field of an artificial neural network (ANN), there are many discussion of designing an ANN classifier in small training sample size situations [1][2][3]. In the literature [3], the classification performance of the ANN classifier has improved by adding the small noise to the training samples. The results show that the size of the noise influences the classification performance of the ANN classifier. The noise injection approach is not always the improvement of the classification performance of the ANN classifier. Because the outlier may influence the classification performance.

In statistics, Efron introduced the bootstrap method [4]. Efron [5], Jain et al. [6], Chernick et al. [7], and Hand [8] show that a bootstrap method improves than the conventional methods in estimating the error probability, particularly when the available sample size is small. In not an error rate estimation but a classifier design, we show that the use of bootstrap samples is effective in designing an ANN classifier [9]. In order to improve the ANN classifier generalization ability, we proposed a bootstrap method which used a local training sample and combined them linearly [9]. However, the previously proposed method is only applied to the ANN classifier. And the bootstrap samples generated by the previously proposed method seem not to be smoothed because the shape is convex. In this paper, we propose a round shape bootstrap method for improvement of a classification performance of a classifier. The round shape bootstrap approach is based on the basic idea of generating a convex bootstrap sample approach [9]. The round shape bootstrap method seems smoothed than the convex one. Experimental results show the effectiveness of the proposed method. Thus, the proposed method may be promising in designing a classifier.

II. ROUND SHAPE BOOTSTRAP SAMPLES

We propose a round shape bootstrap method in order to improve the classification performance of a classifier. Let \(X' = \{x'_1, x'_2, ..., x'_{N'}\}\) be an original training sample set from class \(c\). Here we focus on the generation of the round shape bootstrap for each class. A bootstrap sample \(y'\) is generated by the following:

Step 1. Select \(x_{\delta 0}\) from \(X'\) randomly.

Step 2. Select the nearest \(r - 1\) training samples \(x_{k1}, ..., x_{kr}\) of \(x_{\delta 0}\), using the Euclidean distance. Here, the value of \(r\) must be selected from 2 to \(N\).

Step 3. Compute a local average vector \(\hat{x}\), using \(r\) training samples.

Step 4. Compute the average of the Euclidean distance \(d\) among \(r\) training samples and the local average vector \(\hat{x}\).

Step 5. Generate a bootstrap sample, \(y_{\delta} = S\delta + \hat{x}\), where \(\delta\) is given by a random vector which distance is within \(d\), and the value of \(S\) must be selected as a non-negative real number.

By repeating step 1 to step 5 \(n\) times, we get \(n\) bootstrap samples. In the proposed method, we use \(n\) bootstrap samples and original training samples. If \(S < 1\), a bootstrap sample is generated in a shrunk area compared with the distribution of training samples. On the other hand, if \(S > 1\), a bootstrap sample is generated in an extended area. When \(S = 0\), a bootstrap sample becomes the average vector of \(r\)
training samples selected. Fig. 1 shows an illustration of a round shape bootstrap sample generation. This is an example of the area by the proposed method when \( S = 1 \) and \( r = 5 \). A bootstrap sample is randomly generated within the dashed line circle made by 5 training samples. Note that a square is an average vector of 5 training samples.

The bootstrap sample generation areas vary as the value \( S \) changes.

According to values of \( r \) and \( S \), the distribution of bootstrap samples varies. This influences the classification performance of a classifier. Hence, parameter values of \( r \) and \( S \) must be optimized in terms of the classification performance.

### III. BOOTSTRAP SAMPLES BASED LEARNING

In order to improve a classification performance of a classifier, we propose a bootstrap approach. In a small training sample size situation, the difficulty of a classifier design always remains. To overcome this difficulty, we explore a round shape bootstrap method. Fig. 3 shows an illustration of the bootstrap approach. In the bootstrap samples based learning, we use bootstrap samples and training samples.

An Iris data set is well known and is widely used for pattern recognition filed [10]. In the experiments, we use the Iris data set. It is a real data. The number of classes is 3, and the dimensionality is 4. The number of samples per a class is 50. Fig. 4 shows an example of round shape bootstrap samples on the Iris data set with 1st- and 2nd- features. Since the dimensionality of the Iris data set is 4, we use 2 features: 1st- and 2nd- features, for visualization. Fig. 4(a) shows only 10 training samples per a class. On the other hand, Fig. 4(b) shows 10 training samples and 10 bootstrap samples generated by the proposed method. From the distribution of Fig. 4(b), it is expected that the proposed method improves the classification performance. The distribution of the Iris data set per a class may be smoothed.
TABLE I: INFLUENCE OF VALUES OF R AND S IN THE PROPOSED METHOD. THE UPPER IS THE AVERAGE ERROR RATE (%) AND THE LOWER IS THE 95% CONFIDENCE INTERVAL.

<table>
<thead>
<tr>
<th>Values of r</th>
<th>0.0</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
<th>1.0</th>
<th>1.2</th>
<th>1.4</th>
<th>1.6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Values of S</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4.92,4.69,4.47,4.45,4.50,4.67,4.86,5.15,5.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>4.88,4.57,4.35,4.58,4.90,5.45,6.00,6.71,7.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>4.97,4.79,4.68,4.95,5.30,6.89,7.43,     ,</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

IV. EXPERIMENTAL RESULTS

In order to investigate the effectiveness of the proposed method, we used an Iris data set. The effectiveness of the proposed method is examined in terms of the error rate. The error rate $Pe$ is defined as follows.

$Pe = 100 \times \text{No. of test samples misclassified / No. of all test samples} \%$

In error rate estimation literature, the holdout method [11] has been successfully used, because it maintains the statistical independence between the training and test samples. In order to evaluate the proposed method, the average error rate is obtained by the holdout method. Fig. 5 shows the error rate estimation. First, for each class, we randomly divide 50 available samples into 10 training samples and 40 test samples. Second, for each class, we generate 40 round shape bootstrap samples from 10 training samples. Then the training sample size is 50 per a class, which contains 40 round shape bootstrap samples and 10 training samples. Third, the error rate is computed by a classifier. Finally, by 100 repetitions, the average error rate and the 95% confidence interval are obtained. Here, we adopt a nearest neighbor (1-NN) classifier [6] as a classifier since it is well known and widely used in the pattern recognition field.

The purpose of the experiment 1 is to investigate the classification performance of the conventional and the proposed method. The parameter values of $r$ and $S$ of the proposed method vary. Table II is the comparison of the proposed and conventional method. The error rate of the proposed method outperforms the conventional one. Then the parameter values of $r$ and $S$ directly influence the error rate. Particularly when the parameter value of $S$ becomes larger, the error rate seems larger. Therefore, the optimization of parameter values of $r$ and $S$ must be considered.

TABLE II: COMPARISON OF THE PROPOSED AND CONVENTIONAL METHOD. THE UPPER IS THE AVERAGE ERROR RATE (%) AND THE LOWER IS THE 95% CONFIDENCE INTERVAL.

<table>
<thead>
<tr>
<th></th>
<th>Proposed method</th>
<th>Conventional method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4.35,3.98,4.71</td>
<td>5.40,5.01,5.80</td>
</tr>
</tbody>
</table>

The purpose of the experiment 2 is to investigate the influence of parameter values of $r$ and $S$. In the experiments, we vary that $r$ are 3, 5, and 7, and $S$ are from 0.0 to 1.6 every 0.2. Table I shows the influence of values of $r$ and $S$ in the proposed method. When the values of $r$ and $S$ are 5 and 0.4, the error rate shows the minimum. The parameter values of $r$ and $S$ directly influence the error rate. Particularly when the parameter value of $S$ becomes larger, the error rate seems larger. Therefore, the optimization of parameter values of $r$ and $S$ must be considered.

V. CONCLUSIONS

In this paper, we have proposed a round shape bootstrap method for the improvement of a classification performance of a classifier. Experimental result on the Iris data set shows the proposed method using 1-NN classifier is effective. In the future, the performance of the proposed method should be investigated on various classifiers. Furthermore, another type of the data set should be investigated.
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