
  

 

Abstract—Scientific papers are the results of complex 

experiments done using large datasets. A researcher reading a 

scientific paper will not totally comprehend the ideas without 

learning the steps of the experiment and understanding the 

dataset. As this is an accepted fact, the idea of including the 

experimental work while publishing scientific papers has been 

around for many years. First, the steps were written as 

computer scripts and data was distributed assuming that all 

scientists were skilled programmers with intensive computer 

knowledge. Since this was not an efficient solution, the idea of 

scientific workflows arose. Scientific workflows illustrate the 

experimental steps taken to produce the scientific papers and 

provenance models capture a complete description of 

evaluation of a workflow. As provenance is crucial for scientific 

workflows to support reproducibility, debugging and result 

comprehension, they have been an increasingly important part 

of scientific workflows. In our paper, we argue that scientific 

workflow systems should support what-if analysis and 

debugging in order to allow users do modifications, see the 

results without actually running the workflow steps and be able 

to debug the workflows. 

 
Index Terms—Escience, provenance, scientific workflows, 

visualization. 

 

I. INTRODUCTION 

Today scientific works contain several complex steps and 

there is a higher need for an automation to illustrate the steps 

they follow and present the data they use [1]. Traditional way 

of keeping laboratory notebooks is not an efficient way 

anymore because scientists want to share their experiments 

with their colleagues, they want to be able to easily reproduce, 

duplicate and maintain their scientific work and data. This 

goal has been named as “reproducible research” by computer 

and computational scientists [2].   

The motivation of reproducible search led the geophysicist 

Jon Claerbout to the idea of standard of makefiles for 

construction of all the computational results in papers 

published by Stanford Exploration Project in 1990s [3]. After 

that time, various solutions have been proposed such as a 

markup language that can produce all of the text, figures, 

code, algorithms, and settings for the computational research. 

However the solutions often assumed that the scientists are 

skilled programmers with high computer knowledge. As a 

result, these attempts failed to become a standard because not 

all scientists have the programming skills that these 

approaches require. At this point, commercial and open 

source scientific workflow systems started to be developed to 

allow scientists automate the steps taken during their research 
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without going into burdens of scripting [4]. We can list some 

popular scientific workflow management systems as 

myGrid/Taverna [5], Kepler [6], VisTrails [7], and Chimera 

[8]. 

Provenance is defined broadly as the origin, history, and 

chain of custody, derivation or process of an object. In other 

disciplines such as art, archaeology, provenance is crucial to 

value an artifact as being authentic and original. In 

computational world, as all kinds of information is easily 

changed, provenance becomes important way of keeping 

track of alterations [9]. Although scientific workflows will 

contribute to all science fields by their feasible characteristics, 

provenance management should be a concern too in order to 

have an understanding of how the results are obtained. 

Therefore workflow systems automatically capture 

provenance information during workflow creation and 

execution to support reproducibility [10]. Having this 

motivation, workflow provenance has been studied by 

several approaches, but research pointing out the fact that 

workflows with provenance models should support what-if 

analysis has not been done yet.  What-if analysis refers to a 

set of actions which will help scientists forecast what will 

happen if they change a parameter, a function, a dataset in 

their experiments. For instance a researcher who has built a 

scientific workflow looking for common DNA patterns in 

cancer patients might want to run the same research on a 

different dataset. Experiments working on big data can take 

several days, it is time consuming for the researcher to run the 

experiment and then get an error. Debugging can take a lot of 

time. However the what-if analysis tool that we propose 

collects the execution graphs and labels them as bad-good 

runs and builds intelligence. With our tool when the scientist 

connects the workflow to a different dataset, based on the 

repository of good-bad runs, our tool makes a prediction of 

what can go wrong. This gives an insight to the scientist 

without running the experiment and saves time and effort. 

 

II. BACKGROUND 

The idea of documenting the provenance of a data item 

comes from the arts, but recently science has taken a great 

deal of interest in documenting the steps, data sets and 

processes used in a research result. When the programs and 

datasets all resided within a lab or closed set of people, there 

was importance in documenting the data and process but now 

it has become almost the imperative. In this section we would 

like to give some background on workflow provenance. 

Information gathered during workflow execution can be 

structured as a workflow provenance. Workflow provenance 

captures a complete description of evaluation of a workflow, 

and this is crucial to verification [11]. In addition, it can be 
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used for fault tolerance adding debugging support, 

performance optimization by allowing modifications, result 

reproduction from earlier runs to explain unexpected results 

and experiment preparation for publication [12]. There are 

several steps in creating the final results on which the 

conclusions are based. The methodology that they used in 

deriving the results is almost as important as the results.  It is 

required to document accurately the data sets and programs 

(application and user written) that were used in the 

development of the paper. For example a paper could have 

made use of laboratory-developed data sets that were 

analyzed by a statistical or through an algorithmically 

derived analysis. The methodology may mean using 

especially selected software or it may mean a simulation or a 

statistical test from a particular program's output. Often the 

processes that are used come from outside the laboratory or 

research center and the one used is one of very many 

possibilities. A research result may employ software that is 

produced elsewhere and the authors may have made a choice 

of which software to use based on knowledge of which works 

best. All this should be documented and is as part of the 

provenance.   

One of the hallmarks of scientific research is that others 

can duplicate it. This allows validation and moreover 

presents the additional research ideas that a paper creates. 

Although the processes are straightforwardly connected, 

having clear workflow and data provenance would enhance 

the reproducibility of the paper’s results or additional 

examinations.   

To efficiently document the steps, the methodology and the 

data used, workflow tools in scientific research and 

computational research is becoming more and more accepted. 

To more clearly illustrate the uses of workflows, we would 

like to give examples. Bioinformatics is an area with various 

different datasets; most of the time researchers have to 

combine data between the databases, which is a very 

time-consuming and hard task. In a research on a disease in 

cattle caused by flies injecting parasites to the cattle's blood, 

scientists work on trying to figure out the resistant genes. 

This research includes many teams in different locations, 

hence many datasets and complicated processes. They create 

workflows of this experiment with Taverna workflow 

management system [5] and publish their paper with the 

workflow. The scientists can clearly observe the advantages 

of this approach, their colleagues reading the paper can easily 

comprehend their work as they see the steps of the 

experiment, new members of the teams quickly get adapted 

to the project and data manipulation is automated. An 

example of the usage of workflows in computations will be a 

Web Service Workflow. Most workflow systems use web 

service technology intensively since nowadays web services 

are the most popular way of opening specific information to 

web users. A web service is invoked, the web service actor 

outputs the retrieved data sequence and it is displayed in 

multiple formats such as XML, HTML. This is a very tedious 

task because it involves data retrieval and manipulation but 

when these processes are illustrated as a workflow presenting 

the steps clearly, the work is easily referenced and repeated.  

After scientific workflow management tools emerged, the 

developers began to observe that people are emailing the 

workflows to each other or putting workflows to web sites. 

This observation led them to the idea of a community group 

like myExperiment.org and Kepler Component Repository [6] 

that will serve as an open repository where people can share 

their workflows, search for workflows. These repositories 

have various workflows from many disciplines such as 

biology; computer science, social sciences, physics and they 

adapt a social web approach. Some of the workflows that are 

stored in the repositories can be listed as follows to give the 

reader an idea about their diversity, a disease recovery 

workflow which finds a disease relevant to a query string, a 

workflow retrieving a number of sequences from mouse, 

human, rat species using biology soaplab services, aligning 

them and returning a plot of the alignment result, a workflow 

executing a web service remotely to extract gene sequences 

and returning them in XML format, a multihop routing 

simulation workflow, a Lotka-Volterra workflow solving the 

classic Lotka-Volterra predator prey dynamics model. 

The literature generally divides provenance into data and 

workflow provenance [13]. Data provenance gives a detailed 

record of the derivation of a piece of data that is the result of a 

transformation step [14]. Workflow provenance is the 

information or metadata that characterizes the processing of 

information from input to output [10]. Workflow provenance 

will be the concern of this paper and we will elaborate more 

on it in the other sections.  

 

III. RELATED WORK 

Not much work has been done on debugging in scientific 

workflows. There is some research that points to the open 

areas in scientific workflows. In one of these works, the 

authors have stated that the workflow that the user has 

provided and the executed workflow might have some 

differences as the workflow management system might make 

some changes to execute the workflow. The fact that the 

differences between the user-specified workflow and 

executed workflow should be saved for debugging purposes 

is stated. By saving the two workflows, the user can trace 

how the specification they provided evolved into an 

executable sub-workflow. Although they have mentioned for 

a need for debugging in their work, they have focused on data 

management challenges in their work [15].  

Altintas et al. have investigated the provenance support in 

Kepler workflow systems [16]. They have a provenance 

recorder that sends out notifications of events and occurring 

errors. By using provenance their system can report which 

actors were executing with which inputs at the time of the 

error. But their debugging mechanism is different than the 

one that we are proposing in this work. Rather than informing 

the user the possibly wrong designed parts of the workflow, it 

communicates to the user in which step the execution failed. 

Our model is different in the sense that rather than presenting 

a point of failure to the user, we inform the user about the 

potentially wrong subgraphs. This gives the user a broader 

view and helps the user in designing the workflow correctly. 

As we do mining over multiple historical workflows, we 

build an intelligence of the workflow and this module also 

becomes a base for what-if analysis framework. 

A system called Panda is demonstrated in another work 

[17]. Their debugging mechanism is manual. User traces 

provenance logs to find out the cause for an error. Our 
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proposed system is superior to their mechanism as our system 

looks to past executions to give an educated guess of what the 

errors can be. It saves more time to the user and certainly a 

task too complicated to be done manually. 

To our knowledge, any research on what-if analysis on 

scientific workflows has not been done yet. 

 

IV. WHAT-IF ANALYSIS AND DEBUGGING IN WORKFLOWS 

It is a fact that to be generally accepted a work should be 

repeatable by others. When reports of a duty is published with 

the workflow, a user reading the report might get curious 

about the results if some factors are changed or due to the 

possible occurrence of unexpected changes in the 

environment a need to repeat the processes may arise. 

Because of possible complexities in workflows and time 

constraints, it might not be efficient for users to rerun the 

processes following all the steps in the workflow. 

Reproduction without making any changes and editing 

workflows are supported features in workflow tools but there 

is no support for what-if analysis.  

At this point, we argue that what-if analysis support 

becomes a crucial feature for workflow tools to support. If 

workflow tools support what-if analysis, it should be possible 

to carry out what-if analysis in an efficient manner with only 

the changed sub-graphs being recomposed. Fast and 

extensive what-if analysis being done with little manual 

effort using the built-in wizards, users will see how the tasks 

will turn out with the modifications. By the help of what-if 

analysis toolkit the user will not go into burden of running the 

experiment with the changed parameters and painful 

modification process will be prevented.  

It is important for workflows to support modifications 

because changes should be captured and understood in order 

to run a previous computation in a new environment [18]. If 

we extend the ideas to allow a user modify the process 

provenance, the system will be more powerful allowing the 

researchers to do what-if analysis. What-if analysis will give 

the researcher the opportunity to assess potential changes 

before actually making them. This will be advantageous for 

them because before doing the tasks in real life settings which 

will be time and energy consuming for them, they can 

simulate the run with no cost and they can safely explore the 

varying input assumptions and scenarios. 

We would like to list a few possible situations where 

what-if analysis support will ease user's life significantly. To 

begin, a user may want to try a slightly different way of doing 

the same procedure. When changing the workflow, without a 

what-if analysis module, each time the user have to run the 

workflow and see the output. In scientific experiments, 

running workflows take a lot of time so it is very time 

inefficient. Besides most of the workflows lack a powerful 

debugging mechanism, even the users go through burden of 

changing and running the workflow multiple times, they 

might not really understand the bugs. With the framework we 

are proposing, in addition to the traditional debugging; the 

system has the ability of making an educated guess of which 

parts might be failing by mining the historical workflows. In 

workflow tools without what-if analysis support any change 

in data and processes force users to rebuild and rerun the 

workflow. 

What-if analysis functions will also serve as a background 

for debugging ability of a workflow. The prediction based on 

historical workflows serves both as a debugging and what-if 

analysis module. Once the user starts the what-if process, the 

result informs the user whether this workflow will work or 

not. This serves also as valuable debugging information 

besides the traditional debugging messages that tell the user 

at which step the workflow stopped working. During 

modification of processes and data of the original work, if the 

workflow execution does not give the desired result, users 

will have the chance to debug and correct their workflows 

instead of rebuilding the experiment workflow. They will 

have an idea of faulty steps that ruin the workflow execution 

and will consider only changing these steps instead of going 

over all steps. This will save time, which is valuable and 

irreplaceable. It could be analyzed what will happen if the 

faulty sequences marked bad are replaced by good patterns. If 

the system starts acting normal when the bad sequences are 

exchanged with good sequences then the what-if analysis had 

saved a lot of time to the user. 

 

V. CASE STUDY 

Workflows are the records of steps taken to do a complex 

task, they become a solid reference later in repeating, sharing, 

modifying, controlling the same task. Therefore it is 

important to keep the workflow original and error free. A 

workflow generating meaningful results can start showing 

faulty behaviors. At this point we argue that there should be a 

way in workflow systems to debug and find out the 

responsible data or process nodes for erroneous behavior in 

workflow systems.  

In the scenario of one of our previous work, when 

workflows are executed historical workflows are created and 

according to the results they are marked as bad or good 

historical workflows [19]. Once labeling is done, the tool 

processes the provenance graphs of labeled results to 

generate discriminatory features. Branches and nodes of 

good and bad workflows are compared [20]. The problematic 

nodes and edges are found. However most of the time, the 

cause of anomaly is not local to a node or edge, it is due to 

unexpected sequence of nodes/edges. Doing 

sequence/subgraph mining, the frequent culprit sequences or 

subgraphs are found under the assumption that frequent 

means at least three times and these sequences are labeled as 

bad patterns. A discriminative feature, in this context, refers 

to a subgraph of nodes that is correlated with the occurrence 

of bad labels. As a result of identifying bad patterns, it could 

be concluded that data fusion graphs including good patterns 

lacking bad patterns will display correct results [21]. We 

evaluated the tool DustDoctor using workflow provenance 

graphs and presented a real life case study to show that such 

problems exist. The workflow of the real life case study is 

given in Fig. 1. To see the whole picture in detail, reader is 

advised to visit the link, as it is a big detailed picture it cannot 

be captured in this paper.  In Fig. 2, an example of a correct 

workflow graph is given. The tool takes correct workflows as 

a reference for finding out the malfunctioning components of 

faulty workflows as illustrated in Fig. 3. Fig. 4 illustrates a 

faulty workflow. 
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Fig. 1. Protein sequence analysis workflow [19].  

 

 
Fig. 2. Correct workflow. 

 

 
Fig. 3. Malfunctioning components. 

 

 
Fig. 4. Faulty workflow. 
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DustDoctor adapts algorithms borrowed from previous 

discriminative mining literature to analyze data fusion flow 

graphs; called provenance graphs, and isolates sources and 

conditions correlated with anomalous results. More 

specifically, the tool applies association rule mining [22] to 

identify all sequences of virtual nodes that most accurately 

correlate with bad results. This information is subsequently 

used to isolate malfunctioning components or filter out 

erroneous reports. 

 

VI. CHALLENGES 

There are challenges that we foresee in implementing 

what-if analysis support. One challenge will be the 

standardization of what-if analysis scenarios. As workflows 

can belong to various domains such as scientific workflows, 

business workflows, the what-if analysis scenarios can be 

very diverse too. We believe that software engineers can 

overcome this challengeby designing a flexible framework 

after a careful requirement analysis in numerous domains. 

One other difficulty that might be faced will be the data 

mining without sufficient historical workflows. In case there 

are not enough good runs and most of the bad runs do not 

have common points, our tool might not be very successful. 

This is a common bottleneck of most of the data mining 

applications. We believe that this can be overcome easily in 

scientific domain. As in this domain same workflow is 

repeatedly used several times by multiple users and having 

enough good runs over time is a big possibility. 

 

VII. CONCLUSION 

In this paper we discussed what-if analysis issues in 

workflows, and briefly described the usage of what-if 

analysis tool, an implementation of a case study and how 

users of workflow systems might benefit from. We believe 

that scientific workflow systems should consider adding a 

what-if analysis framework to their tools as scientists will 

greatly benefit. 
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