
  

  
Abstract—In recent years, researches on adaptive control 

have focused on bio-inspired learning techniques to deal with 
real-life applications. Reinforcement Learning (RL) is one of 
these major techniques, which has been widely used in robot 
control approaches. The implementation of artificial neural 
networks in RL algorithms enables more efficient optimal 
control strategies. This article proposes a field application of 
neural network reinforcement learning (NNRL) for walking 
control of an active simulated 3-link biped robot. The adaptive 
control agent consists of two neural network units, known as 
actor and critic for learning prediction and learning control 
tasks. Results of the presented control method reveal its 
efficiency in stable walking control of the biped robot model as 
a nonlinear complex dynamic task. 
 

Index Terms—Adaptive control, biped robot, neural 
network reinforcement learning,stable walking. 
 

I. INTRODUCTION 
Reinforcement learning (RL) is a widely used machine 

learning framework in which an agent tries to optimize its 
behavior during its interaction with its initially unknown 
environment to solve sequential decision problems that can 
be modeled as Markov Decision Processes (MDPs) [1]. In 
RL, the learning agent tries to maximize a scalar evaluation 
(reward or control cost) and modify the policies through 
actions.  Hence, RL is an efficient framework for solving 
complex learning control problems.The main components of 
the RL algorithm are the state signal, action signal and the 
reward signal, which are demonstrated in Fig. 1. 

There are three main elements in RL schemes [2]: 
 The agent, which predicts the future reward in order to 

increase the reward’s value with value functions. In 
many applications with or without having the model of 
the environment, value function implementation is 
preferred.     

 The policy, one of the major elements in RL, which 
determines the behavior of the agent over the operation 
time and it may be stochastic or deterministic.  

 The reward function, which demonstrates each 
particular time action reward value. The reward (total 
reward) is generally defined as the sum of the rewards 
over time. If the action leads to the goal, the reward 
will increase. Conversely, the reward will be decreased 
if an action distracts the agent.  
 

Immediate or delayed rewards may be employed by 
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assuming a discount factor for the rewards over time. 

 
Fig. 1. Reinforcement learning [17]. 

 
In recent years, RL has been studied in several different 

fields such as neural networks (NN), operations research, 
and control theory [3]-[6]. Moreover, RL can be seen as 
adaptive optimal control [7]. Studies on human brain reveal 
that RL is a major human learning mechanism in basal 
ganglia [8]. The main goal of the researches is to develop 
NNRL agents, which are able to survive and optimize the 
system’s behavior during their interaction with the 
environment. According to the importance of function 
approximation and generalization methods in NNRL, they 
have been a key research interest recently [9], [10].  

A recent study by Tang et al. [11] has been done on 
trajectory tracking of an n-link robot manipulator. The 
proposed controller consists of two neural networks as the 
actor and critic with a satisfying tracking error. However, 
the effect of input nonlinearities, such as dead-zone input 
and hysteresis has not been considered in this paper. Farkaš 
et al. [12] investigated a two-layer perceptron, actor-critic 
architecture, and an echo-state neural-network based 
modules that were trained in different ways on the iCub 
robot action learning (point, touch, and push). They found 
that the trained model is able to generalize well in case of 
action-target combination with randomized initial arm 
positions and also adapt its behavior to sudden changes 
during motor execution. In another recent study, Bhasin et al. 
[13] combined robust integral of the sign of the error with 
the actor-critic architecture to guarantee the asymptotic 
tracking of the nonlinear system with faster convergence. 
However, this controller does not ensure optimally.  

In addition, some of the recent studies were devoted to 
central pattern generators (CPGs) RL. Nakamura et al. used 
the CPG-actor-critic method for RL of a biped robot and 
demonstrated that the proposed method enabled the robot to 
walk stably and also adapt to the environment [14]. 

The growing popularity of NNRL algorithms in nonlinear 
adaptive control led us to implement this method in walking 
control of a biped robot. Motivated by this belief, first, 
efforts were made to investigate the robot’s dynamics in the 
next section. Afterwards, the NNRL control design is 
presented. Then, results and conclusions are demonstrated 
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and in the end, conclusions and future outlook are provided.   
 

II. BIPED ROBOT'S DYNAMIC MODELING 
In this section, the dynamical model of a planar 3-link 

biped robot is introduced. The proposed biped robot consists 
of a torso, hips, and two equal length legs with no ankles or 
knees. Also, two torques are applied between the legs and 
torso. Angular coordinates definition and the masses of the 
torso, hips and legs of the biped robot disposition are shown 
in Fig. 2.It is assumed that the positive angles are computed 
in a clockwise manner with respect to the indicated vertical 
lines and all links are mass centered and the masses of the 
links are lumped. The walking cycle takes place on the 
surface level of sagittal plane. In addition to this, walking 
phases assumed to be successive, where only one leg (stance 
leg) touching the walking surface (the swing phase), and the 
transition from one leg to another taking place in a small 
length of time. The stance leg is modeled like a pivot and 
the swing leg is assumed to move into the frontal plane 
during swing the phase [15], [16]. The swing leg renters the 
plane of the motion when the angle of the stance leg attains 
a given desired value.  

In this dynamic model, the walking cycle of the biped 
robot is defined in two parts: the model of the swing phase 
and another one that describes the impact event of the swing 
leg with the walking surface, which are discussed below. 

 

 
Fig. 2. 3-link biped robot. 

 

A. Dynamic Model 
A second order system obtained from the Lagrange 

method describes the dynamical model of the robot during 
the swing phase [17]: 
ሷߠሻߠሺܯ   ,ߠ൫ܥ ሶߠሶ൯ߠ  ሻߠሺܩ ൌ  (1)                  		ݑܤ
 
where	ߠ ൌ ሾ1ߠ, ,2ߠ 3ሿܶߠ ݑ, ൌ ሾݑଵ, ଶሿ்ݑ  are the link angles and 
input torques to the legs. M, C, G, and B are the mass matrix, 
nonlinear term, the gravity term and a constant respectively. 

We can write the second order differential Eq. (1) into 
state-spaceform by defining: ݔሶ ≔ ௗௗ௧ ൫ఏఏሶ ൯ ൌ ቈ ,ߠ൫ܥሻൣെߠଵሺିܯሶߠ ሶߠሶ൯ߠ െ ሻߠሺܩ   ൧           (2)ݑܤ

B. Impact Model 
In our simulations, we have modeled the impact between 

the swing leg and the ground as the contact between two 
rigid bodies. Obtaining the velocity of the generalized 
coordinates after the impact of the swing leg with the 
walking surface in terms of the velocity and position before 
the impact is the main objective of this model. The proposed 
impact model for our biped robot is based on the rigid 
impact model of Ref. [18]. Moreover, we have assumed that 
the contact of the swing leg with the walking surface 
produce either no rebound nor slipping of the swing leg, and 
the stance leg lifting the walking surface without interaction. 
These assumptions are valid if the following conditions are 
satisfied. 

 The impact occurs over an infinitesimally small period 
oftime; 

 2. Impulses can represent the external forces during 
impact. 

 3. Impulsive forces may change the velocities of the 
generalized coordinates instantaneously, but positions 
remain continuous. 

 4. The supplied actuators torques is not impulsive. 
Based on the previous assumptions, the impact model 
is expressed with Eq. (3)[19]: 

 ܯ െܧ்ܧ 0 ൨ ߠሶାܨ ൨ ൌ ܯߠሶି0 ൨                  (3) 

 
where	݁ߠ ൌ ሾ1ߠ, ,2ߠ ,3ߠ ,ݔ ሶିߠ , is the generalized mass matrix, F is the force matrixܯ ,ሿܶ are the generalized coordinatesݕ  
and ߠሶା, are the velocities before and after impact. Also, E is 
defined as following. 
ܧ  ൌ  ଵሻߠሺݏܿݎ െݏܿݎሺߠଶሻ 0 1 0െ݊݅ݏݎሺߠଵሻ ଶሻߠሺ݊݅ݏݎ 0 0 1൨          (4) 

 
Also, r is the links equal lengths. 

 

III. NEURAL NETWORK REINFORCEMENT LEARNING 
DESIGN 

Typically, in machine learning, the environment is 
formulated as a Markov decision processes (MDPs). 
According to [19], [20], a MDP consists of a set of states,	ܵ, 
and a set of actions denoted by a . Associated with each 
action, there is a state transition matrix ܲሺܽሻ and a reward 
function ݎ: ܵ ൈ ܣ → ܴ, where ݎሺݔ, ܽሻ is the expected reward 
for doing the action a  in state ݔ . A policy is a mapping ߨ: ܵ → ܣ  from states to actions. This policy is both 
stationary and deterministic. The RL’s goal is to find policy ߨ , which maximizes the expected value of a specified 
function, 	݂ , of the immediate obtained rewards while 
following the policy ߨ. This expected value is defined in Eq.  
(1). 
ሻߨሺܬ  ൌ ,ଵݎሼ݂ሺܧ ,ଶݎ … ሻ|ߨሽ                      (5) 

 
Particularly, actor-only methods deal with a 

parameterized family of policies which has the benefit of 
generating a spectrum of continuous actions; however, the 
implemented optimization methods (policy gradient 
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methods) have the disadvantage of high variance in the 
estimates of the gradient, which results in slow learning [21].  

Critic-only methods use temporal difference learning and 
have a lower variance in the expected returns estimates. 
These methods usually work with discrete action space. As a 
result, this approach is not able to find the true optimum. 
[22].  

The actor–critic algorithms have been shown to be more 
effective than value function approximation (VFA), and 
policy search in online learning control tasks with 
continuous spaces [23]. Actor-critic methods provide the 
advantages of actor-only and critic-only methods by 
computing continuous actions without the need for 
optimization procedures on a value function and supplying 
the actor with low-variance knowledge of the performance, 
at the same time. This leads to a faster learning process. The 
convergence properties of actor-critic methods usually are 
more satisfying than critic-only methods [24]. Fig. 3 
demonstrates the overall scheme of the actor-critic RL. 

 
Fig. 3. Overall scheme of actor-critic reinforcement learning. 

 
Here, our main purpose is to minimize the angle between 

the torso and the vertical line by means of the links' torques, 
applied to each of the legs' links. The control law is defined 
in Eq. (6).  
,ߠ൫ݑ  ሶ൯்ߠ ൌ െሺߠ െ ௗሻߠ െ ݇൫ߠሶ െ  ሶௗ൯            (6)ߠ
 
where the 'd' notation reveals the desired values, resulted 
from the neural network training and the control constants 
are: 
  ൌ ݀݅ܽ݃ሾ0, 0, ,ଶ ݇ ଷሿ ൌ ݀݅ܽ݃ሾ0, 0, ݇ଶ, ݇ଷሿ 
 

The learning agent alternates the control constants in each 
step to obtain the maximum reward. The reward is directly 
related to the angle between the torso and the vertical line.  

The learning process continues until the robot learns how 
to retain its stability by the joint torque control.   

 

IV. RESULTS AND DISCUSSION 
Motivated by the advantages of the actor-critic methods 

and their satisfying convergence speed besides their low 
variance, we have implemented these methods for nonlinear 
dynamic control of our simulated biped robot. In addition, 

we have used the feed forward neural networks in the actor 
and the critic in order to enhance the performance of the 
system.  

In the first step, we have simulated the biped robot’s 
dynamics equations, which represents the environment for 
the learning unit. Then, we have designed two three-layered 
perceptron feed forward neural networks as the actor and the 
critic for the NNRL agent.  The network weights of the actor 
and the critic are variable. These weights converge to a fixed 
value as the learning process converges to an optimal 
solution. Fig. 4 illustrates the obtained reward for the 
iterations over the operation time. 

As can be clearly seen, the reward approximately reaches 
its optimal value in a few iterations. This demonstrates the 
NNRL strength to deal with the nonlinear dynamics of the 
simulated biped robot.  

 

 
Fig. 4. Discounted reward in learning process. 

 
The results of our simulations also reveal that the 

trajectory of the proposed biped robot’s torso orbits in a 
limit cycle in phase space as depicted in Fig. 5. This, 
represents the stability of the robot after learning. However, 
some perturbations may occur before the convergence of the 
learning agent to an optimal solution. 

 

 
Fig. 5. Torso trajectory limit cycle. 

 

V. CONCLUSION 
As an interdisciplinary area, the combination of 

reinforcement learning (RL) and neural networks algorithms 
has changed the face of modern optimal control significantly 
and became a key research interest in various domains such 
as robotics, control theory, operational research, and finance. 
In this paper, a neural network reinforcement learning 
algorithm is proposed for walking control of a 3-link planar 
biped robot.    

The proposed controller is an actor-critic reinforcement 
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learning unit, in which the actor and the critic are two 3-
layered feed forward neural networks with variable network 
weights. The results reveal the ability of the proposed neural 
network reinforcement learning method to control the 
stability of the robot’s links after a few numbers of iterations.  
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