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 Abstract—Sentiment analysis has witnessed significant 

advancements particularly in a translanguaging paradigm, 

emphasizing the entanglement of different languages, 

modalities, and cultures. This article provides an overview of 

the translanguaging advances in sentiment analysis, covering 

techniques, applications, and challenges. The article begins by 

briefly introducing the major trends of sentiment analysis, 

highlighting its current importance in understanding and 

analyzing human emotions and opinions expressed in data. It 

then delves into the edge-cutting techniques employed in 

sentiment analysis. Afterwards, the emerging application 

domains were explored through CiteSpace 5.7.R5. Despite the 

achievements made in sentiment analysis, numerous challenges 

persist. The last part of this article presents the challenges and 

researchers’ attempted solutions, which accentuates the need 

for robust techniques to improve the accuracy and reliability of 

sentiment analysis. 

 
Index Terms—Sentiment analysis, advances, techniques, 

applications, challenges 

 

I. INTRODUCTION 

Sentiment analysis, a rapidly advancing subfield of natural 

language processing, focuses on discerning emotions and 

sentiments predominantly from text data in a specific 

language. However, as human communication is inherently 

multilingual, multimodal, and cross-cultural, sentiment 

analysis must grapple with the emergence of 

translanguaging [1]. This paradigm shift seeks to enhance the 

detection of genuine human emotions by accommodating the 

complexities of multilingual communication. This article 

seeks to showcase the latest advancements in the field’s 

translanguaging turn, elucidating the rationale for this shift 

and proposing strategies to realize its objectives. 

 

II. THE NEED FOR A TRANSLANGUAGING TREND IN 

SENTIMENT ANALYSIS 

Translanguaging, as a fundamental characteristic of human 

communication [2], is increasingly prevalent in today’s 

globalized society. Individuals, with their varied cultural 

backgrounds encompassing open-mindedness and 

closed-mindedness, naturally employ a blend of different 

languages and modalities to express their emotions. 

Consequently, the manifestation of sentiment can 

significantly differ across cultures and contexts, as depicted 

 
Manuscript received August 29, 2023; revised September 25; accepted 

October 10, 2023.  

The authors are with the South China University of Technology, 

Guangzhou, China. 

*Correspondence: flcyy@scut.edu.cn (Y.C.) 

in Fig. 1. 
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Fig. 1. The translanguaging nature of human communication. 

 

A. Linguistic Implications 

Sentiment analysis is based on the interpretation of human 

language and, therefore, is subject to personal biases, cultural 

differences, and linguistic variations. The same text can be 

interpreted differently by different people, leading to 

inconsistencies in sentiment analysis results. 

The way people use language poses significant challenges 

in sentiment analysis. Sentences that use sarcasm, irony, or 

figurative language are challenging for sentiment analysis 

algorithms to interpret accurately. Here are some 

implications in language use that pose challenges in 

sentiment analysis: 

(1) Irony and sarcasm: Irony and sarcasm are common in 

language use. People express negative sentiments through 

irony or sarcasm in a positive way. For example, a person 

might say, “Great job!” sarcastically, when what they really 

mean is the opposite. Sentiment analysis algorithms often 

struggle to recognize such nuances of language [3]. 

(2) Figurative language: People often use metaphors, 

similes, and other figurative language to express sentiments. 

For instance, a metaphor such as “he has a heart of stone” 

expresses negative sentiment towards an individual. 

Sentiment analysis algorithms typically struggle with 

identifying such expressions and might not interpret them 

correctly.  

(3) Ambiguity: Sentences that contain ambiguity lead to 

conflicting sentiment analysis results [4]. For example, a 

sentence like “The food was terrible, but the service was 

great” is ambiguous. The statement expresses the conflicting 

sentiments, positive and negative affecting the overall 

sentiment classification. 

(4) Connotation: The sentiment expressed in language is 

not always direct. Words and phrases may have different 
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connotations in different contexts, making it challenging for 

sentiment analysis algorithms to interpret accurately. 

B. Cultural Contexts  

Sentiment analysis algorithms have limited contextual 

understanding, which can lead to inaccurate sentiment 

classification. For example, sarcasm or irony can be 

misinterpreted as positive sentiment instead of negative. 

Currently, cultural differences continue to challenge 

sentiment analysis, as studies have shown that people from 

different cultures may express sentiments towards the same 

subject in different ways. For instance, since the Vietnamese 

language has distinctive characteristics in syntax, structure 

and expression manner, as in reference [5], researchers 

examined how Vietnam customers convey emotions and 

sentiments in their product reviews on social networks, which 

is under-researched. Furthermore, cultural norms and values 

influence the polarity and degree of emotional expressiveness, 

leading to variations in the intensity and frequency of 

sentiment expressions across cultures.  

In terms of sentiment analysis research, efforts to mitigate 

the impact of cultural differences on sentiment analysis 

algorithms have also been reported. For example, Wu et al. 

proposed a cross-lingual sentiment analysis approach that 

leveraged bilingual corpora to align sentiments across 

languages [6]. In Ref. [7], a sentiment analysis approach 

based on context-aware learning was implemented to account 

for cultural differences in sentiment patterns.  

Overall, it appears that cultural differences continue to 

pose an ongoing challenge to sentiment analysis. However, 

researchers are exploring various approaches to address this 

issue and improve the accuracy of sentiment analysis 

algorithms. 

Several cross-cultural theories have been developed to 

explain how cultural differences impact communication and 

emotions. One such theory is Hofstede’s Cultural 

Dimensions Theory, which proposes that six dimensions of 

culture influence behaviours, attitudes, and values across 

societies. These dimensions include power distance, 

individualism vs. collectivism, masculinity vs. femininity, 

uncertainty avoidance, long-term vs. short-term orientation, 

and indulgence vs. restraint. Another significant theory in 

cross-cultural research is the Communication 

Accommodation Theory, which suggests that individuals 

adjust their communication style to match the cultural norms 

and values of the person they are communicating with. This 

theory implies that communication can have an impact on the 

expression of emotions and sentiments, as individuals may 

adjust their emotional expression to be more or less intense 

depending on the cultural context. 

Sentiment expression and interpretation can vary 

significantly across cultures, and this can impact the accuracy 

of sentiment analysis algorithms. 

For example, in some cultures, expressing emotions 

openly is considered a positive attribute, while in others, it is 

viewed as unprofessional or inappropriate. Additionally, the 

interpretation of emotions and sentiments can be affected by 

cultural norms, values, and communication styles. For 

instance, individuals from more collectivist cultures tend to 

express emotions in a more subdued manner than those from 

individualistic cultures.  

Without taking into account cultural factors, sentiment 

analysis algorithms may produce biased or inaccurate results. 

Accounting for cultural differences in sentiment expression 

and interpretation requires an understanding of how different 

cultural norms and communication styles affect sentiment. 

Cross-cultural theories provide this understanding, allowing 

sentiment analysis algorithms to more accurately identify, 

analyze, and interpret emotions and sentiments across 

cultures. 

C. Multilingual Switching 

Sentiment analysis can face difficulties when analyzing 

text in multiple languages as it requires algorithms that can 

accurately interpret the nuances of different languages. 

Multilingual sentiment analysis involves analyzing the 

sentiment of a text that is written in multiple languages. This 

requires the processing of multiple languages, which can 

present several unique challenges. Here are some challenges 

in multilingual sentiment analysis: 

(1) Language variety: There are thousands of languages 

spoken worldwide, each with its structure, nuances, and 

cultural references. It can be challenging to analyze sentiment 

accurately across different languages, especially when there 

is a lack of resources and training data. 

(2) Translation ambiguity: Translating a text from one 

language to another can lead to ambiguity in meaning. 

Sentiment analysis models trained on one language may not 

perform well when applied to translations, as the use of 

certain words and expressions may have different 

connotations in different languages. (3) Cultural differences: 

Different cultures think and express sentiments differently. A 

sentiment expressed in one language may not have the same 

meaning in another language or culture. An understanding of 

the cultural context in which the sentiment was expressed is 

crucial for accurate sentiment analysis. (4) Data collection 

and annotation: Collecting and annotating high-quality data 

for multiple languages is a challenging and time-consuming 

task. Often, multilingual data collection is limited by the 

availability of resources and expertise. [8] 

(5) Multilingual integration: Integrating data across 

languages into a unified sentiment analysis system can be 

problematic. Integration requires dealing with language 

differences in data type, structures, and formats. 

D. Sentiment Shifting 

Sentiment analysis struggles with detecting sentiment 

shifting over time, especially in dynamic situations, such as 

real-time social media data tracking. 

Sentiment shifting refers to the changes in sentiment over 

time, which can be difficult to detect accurately. Here are 

some challenges in detecting sentiment shifting: 

(1) Temporal context: Sentiment in a text or conversation 

can change over time. It can be challenging to understand 

how the sentiment is changing, what triggered the shift, and 

when it occurred. The temporal context of the text, such as 

the time when it was created or received, is crucial for 

sentiment analysis. [9] 

(2) Interpretation of sarcasm and irony: Sentiment analysis 

algorithms can have difficulty in detecting sarcasm and irony. 

The sentiment expressed in a text can be the opposite of what 

is intended, leading to a misinterpretation of the sentiment 

shift. 
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(3) Subjectivity: Sentiment analysis is inherently 

subjective. People have different interpretations and opinions 

about what constitutes positive and negative sentiment. It is 

essential to account for these differences to improve the 

accuracy of sentiment analysis. 

(4) Data noise: Sentiment analysis relies on a large volume 

of data to generate insights. However, the data can be noisy 

and contain irrelevant and misleading information, which can 

impact the accuracy of the sentiment analysis results [10]. 

(5) Domain-specific language: Sentiment analysis 

algorithms work best when trained on a specific domain or 

type of language. It becomes challenging to detect sentiment 

shifting in domains where there is a lack of annotated data. 

To overcome these challenges in detecting sentiment 

shifting, deep learning can be used to improve its accuracy, 

which can effectively handle temporal context, account for 

subjectivity, and interpret sarcasm and irony. Pre-processing 

and cleaning data to eliminate noise could also help. 

Integrating human expertise into the sentiment analysis 

process could additionally improve accuracy. Companies 

should also begin with an understanding of the 

domain-specific languages used, and use the proper 

sentiment lexicon for each specific domain to ensure accurate 

and precise results. 

 

III. TECHNIQUES 

A. Cross-Lingual Transfer Learning  

Transfer learning is a technique that allows models to be 

trained on one dataset and then applied to another related 

dataset. This technique has shown promise in sentiment 

analysis, as models trained on large general corpora can be 

fine-tuned to perform better on specific sentiment analysis 

tasks. Transfer learning is used to improve the effectiveness 

and efficiency of sentiment analysis models by reusing 

knowledge obtained from pre-training or labelled 

datasets [11] 

Some of the popular techniques used for transfer learning 

are fine-tuning, multi-task learning, domain adaptation, and 

cross-lingual transfer learning. Cross-lingual transfer 

learning is a type of transfer learning that involves 

transferring knowledge learned from one language to another 

language. In the context of natural language processing, it 

refers to the use of pre-trained language models to process 

text in a target language for which there is limited labelled 

data or resources. 

One way to achieve cross-lingual transfer learning is to use 

pre-trained language models. These models are trained on 

large amounts of text data in one language and can then be 

fine-tuned on a smaller amount of data in the target language. 

This fine-tuning process allows the model to learn the 

nuances of the target language and improve its performance 

on downstream tasks. Another approach to cross-lingual 

transfer learning is to use parallel corpora, which are texts in 

two or more languages that are translations of each other. By 

aligning the parallel texts, models can learn the relationship 

between words and phrases in the source language and their 

translations in the target language. This approach can be 

particularly effective for tasks such as machine translation or 

cross-lingual information retrieval.  

In Ref. [12], researchers have proposed various 

cross-lingual transfer learning models, including multilingual 

representations, bilingual models, and zero-shot learning. 

Multilingual representations involve training a single model 

on multiple languages to learn a shared representation space. 

Bilingual models involve training separate models on the 

source and target languages and then transferring knowledge 

between them. Zero-shot learning involves training a model 

on one language and then using it to perform tasks in another 

language without any additional training data. 

In general, cross-lingual transfer learning is a powerful 

technique for leveraging knowledge across languages and 

improving the performance of models in low-resource 

settings. Future research should focus on developing more 

effective transfer learning methods, particularly for 

languages with limited resources.  

B. Multi-modal Analysis  

Multi-modal sentiment analysis involves the integration of 

multiple sources of information, including text, images, and 

videos, to perform sentiment analysis [13]. This approach has 

shown promise in analyzing sentiment in social media and 

other online platforms. Multi-modal analysis refers to the use 

of multiple data modalities, such as text, image, and audio, to 

gain a more complete and informative understanding of a 

given phenomenon. In sentiment analysis, multi-modal 

analysis involves the integration of text and other modalities 

to improve the accuracy and robustness of sentiment 

classification. Recent advancements in multi-modal analysis 

for sentiment analysis have shown great potential in 

improving the accuracy, granularity, and interpretability of 

sentiment analysis.  

One major advancement in multi-modal sentiment analysis 

is the use of visual information, such as images and videos, in 

combination with textual data. For example, in the context of 

social media, users often express their sentiments through 

images and videos, along with text. Researchers have 

developed approaches for jointly modelling text and visual 

features, which have been shown to outperform text-only 

models in sentiment classification tasks. Moreover, the use of 

visual information can provide additional insights into 

sentiment expression, such as facial expressions, gestures, 

and scene context, that are not captured by text alone.  

Another advancement in multi-modal sentiment analysis is 

the incorporation of acoustic features, such as speech prosody, 

tone, and pitch, into sentiment classification. This is 

particularly relevant in the context of spoken language, where 

non-verbal cues, such as tone of voice, play a crucial role in 

conveying emotions. Researchers have developed 

approaches that combine acoustic and textual features, which 

have been shown to improve the accuracy of sentiment 

classification in spoken language [14]. Moreover, the use of 

acoustic features can provide additional information about 

the speaker’s emotional state, which cannot be inferred from 

text alone. 

The multimodal analysis of text congregated from audio, 

images, and videos especially shows promise in analyzing 

sentiment in social media platforms, where users interact 

with each other through different media types (text, images, 

and videos). The study proposed a novel approach for 

multimodal sentiment analysis and the result indicated that 
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this approach improved the understanding of user sentiments 

and opinions in social media platforms. Chen et al. found that 

the analysis of the trans-semiotizing between texts and 

pictures as well as the trans-semiotizing to emojis in social 

media helped identify online learners’ sentiments, which 

further made learner agency more visible and achievable. In 

Ref. [15], text, picture, emoji and voice messages in online 

teacher-student communication were processed through 

sentiment analysis and the findings indicated that students’ 

emotions were not overwhelmingly negative under crisis 

conditions. The proper use of these multimodal resources 

contributed to the maintenance of teacher-student 

interpersonal relationships. 

In conclusion, multi-modal sentiment analysis is an active 

area of research that holds great promise in improving the 

accuracy and interpretability of sentiment analysis. Recent 

advancements have shown that by integrating textual, visual, 

and acoustic cues, we can gain a more complete 

understanding of the emotional content in various domains. 

Future research should focus on developing more effective 

multi-modal models, particularly in domains with limited 

labelled data or scarce modalities. 

C. Analysis Based on Cognitive Linguistics  

The use of cognitive linguistics in sentiment analysis is a 

relatively new approach as compared to other traditional 

approaches such as lexicon-based or machine learning-based 

sentiment analysis. However, cognitive linguistics has been a 

well-established field of linguistic research for several 

decades, and its principles have been applied in various 

natural language processing tasks, including sentiment 

analysis, for some time now. Researchers are continuously 

exploring new ways to incorporate cognitive linguistics 

theories in sentiment analysis to better capture the complex 

and nuanced nature of human emotions.  

According to recent research, cognitive linguistics has 

emerged as a new approach to sentiment analysis and has 

been applied to capture the complexity of human emotions. 

While other traditional approaches such as lexicon-based or 

machine learning-based sentiment analysis have been widely 

used, cognitive linguistics provides a new perspective and 

framework for analyzing sentiment.  

Cognitive Linguistics: The sentiment analysis can utilize 

the cognitive linguistic theoretical approach to incorporate 

additional features such as metaphors and sentiment 

expressions (i.e., idiomatic expressions, sarcasm, irony) in a 

text. By this, we can gain a deeper understanding of 

sentiments, their context, and their implications. 

Social Cognitive Theory: Sentiment analysis can also 

integrate assumptions from social cognitive theory, which 

explains how people learn, think, and interact with their 

environment. In a social environment, individuals express 

their sentiments and opinions depending on their 

observations and learning from the environment. By 

incorporating the social cognitive theory, we can identify and 

track changes in sentiments, better understand the source of 

the emotions, and improve the sentiment analysis results. 

Liu et al. [16] proposed a cognitive computing approach to 

sentiment analysis that incorporates both linguistic and 

psychological aspects of human emotions. Traditional and 

advanced machine-learning algorithms are applied to 

categorize and capture the context and meaning of words in a 

text, and evaluated according to performance measures: 

accuracy, precision, recall and F-Measure. The researchers 

reported promising results in sentiment classification for 

textual data. Frasheri et al. [17] proposed a model that 

incorporates the cognitive processes underlying sentiment 

expression, such as appraisal and affective framing, to handle 

more complex and nuanced forms of sentiment analysis.  

 

IV. APPLICATIONS  

A translanguaging-sensitive sentiment analysis approach 

is more applicable to the following fields in the greatest need 

of this technique. CiteSpace 5.7.R5, a software for data 

analysis and visualization is used and “category” has been 

chosen as node type to analyze the application field of 

sentiment analysis. Web of Science Core Collection was 

selected as the data source to improve the representativeness 

and accessibility of the data. The year 2023 was focused 

because this review is about the advance in sentiment 

analysis. After searching “Topic Search = ‘sentiment 

analysis’ AND 2023”, 1392 records are retrieved, including 

1226 articles, 96 reviews and 70 proceeding papers. After 

analyzing these data and visualizing them according to the 

“centrality”, an index indicating the importance of a research 

field, four major application fields are displayed in Fig. 2 and 

discussed below: business, environment, economics and 

society. Since this section concentrates on the application of 

sentiment analysis in other domains, the nodes relating to the 

original fields—“computer science” and “engineering, 

electrical and electronic”—are invisible. 
 

 
Fig. 2. Category network of “sentiment analysis” in 2023. 

 

A. Business: Customer Analysis 

Sentiment analysis has revolutionized the way customer 

feedback analysis is conducted. In recent years, significant 

advancements have been made in the field of sentiment 

analysis, which have made it a more reliable and efficient tool 

for analyzing customer feedback. The emergence of machine 

learning algorithms and natural language processing 

techniques has made it easier to extract valuable insights 

from customer feedback data. Sentiment analysis is now 

capable of analyzing complex and contextual language in 

customer feedback, such as idioms, sarcasm, and subtle 

nuances that a human analyst might miss. 

One recent advancement in sentiment analysis is the use of 

deep learning models such as neural networks and 

Convolutional Neural Networks (CNNs). These models can 

analyze customer feedback data at a granular level, enabling 
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them to identify specific topics and themes that customers are 

talking about in their feedback. This enables businesses to 

understand not just the overall sentiment of their customers, 

but also the specific pain points and areas for improvement 

that customers are highlighting. This can be used for targeted 

improvements in customer service and product development. 

Another recent advancement in sentiment analysis is the 

integration of sentiment analysis with other analysis 

techniques, such as topic modelling and emotion detection. 

This integration enables businesses to understand how 

different aspects of their products or services are perceived 

by customers and the emotions that are associated with those 

perceptions. [18] Combining sentiment analysis with other 

techniques also helps to reduce false positives and negatives, 

which enhances the accuracy of customer feedback analysis. 

As a result, businesses can understand real-time feedback 

from customers and act accordingly. 

B. Environment: Opinion Analysis 

Sentiment analysis in the environmental field refers to the 

application of Natural Language Processing (NLP) 

techniques to analyze and determine the sentiment or opinion 

expressed in textual data related to environmental issues. It 

involves assessing whether the expressed sentiment is 

positive, negative, or neutral toward specific environmental 

topics, initiatives, policies, or events. 

(1) Natural Disaster Analysis: Sentiment analysis can be 

used to analyze social media posts, tweets, or comments 

related to natural disasters. It helps in monitoring public 

sentiment during and after catastrophic events, allowing 

authorities and relief organizations to gauge the emotional 

state of affected individuals, identify urgent needs, and tailor 

their responses accordingly.  

(2) Public Perception of Energy Sources: In the realm of 

energy analysis, sentiment analysis proves instrumental in 

assessing public sentiment regarding diverse energy sources, 

encompassing fossil fuels, renewable energy, nuclear energy, 

and alternative fuels. This analytical approach facilitates the 

comprehension of prevailing public opinions, concerns, and 

levels of acceptance towards the myriad energy options, 

thereby assisting policymakers and energy enterprises in their 

decision-making endeavors. [19] 

(3) Urgent Policy Evaluation: The application of sentiment 

analysis enables the assessment of public sentiment 

concerning some COVID-19 policies, regulations, and 

governmental responses. Through this analysis, insights are 

gained into public acceptance, concerns, or resistance 

regarding various measures, including lockdowns, mask 

mandates, travel restrictions, and vaccination campaigns. 

Such information proves valuable to policymakers, assisting 

them in refining strategies and effectively addressing public 

concerns.  

(4) Perception of Biodiversity and Ecosystems: The 

application of sentiment analysis enables the examination of 

sentiments expressed concerning biodiversity conservation 

and the significance of ecosystems, facilitating the 

identification of prevailing attitudes towards the preservation 

of natural habitats, the protection of endangered species, and 

the comprehension of the intrinsic value of ecological 

diversity.  

By performing sentiment analysis in the environmental 

domain, researchers, organizations, and policymakers can 

gain insights into public opinions, attitudes, and emotions 

toward environmental issues, ultimately contributing to 

effective environmental management and sustainability. 

C. Society: Crisis Analysis 

Sentiment analysis has gained significant attention in the 

area of crisis management because it can provide important 

insights into the emotions and opinions of people during a 

crisis. By monitoring social media data and news sources in 

real-time, sentiment analysis can help crisis management 

teams respond quickly and effectively to an emergency. 

One recent advance in sentiment analysis for crisis 

management is the use of machine learning algorithms that 

can detect and classify specific emotions such as anger, fear, 

and sadness. This can help crisis management teams to 

identify high-risk populations that may require special 

assistance and provide targeted interventions [20]. In 

addition, machine learning algorithms can learn from past 

crises and improve their accuracy over time. 

Another advance in sentiment analysis for crisis 

management is the integration of geolocation data [21]. By 

combining sentiment analysis with location data, crisis 

management teams can identify emerging hotspots and direct 

resources where they are needed most. This can also help 

teams to track the movements of people during a crisis and 

provide important information to first responders. 

Sentiment analysis can also be used to predict future trends 

and anticipate potential crises. By analyzing historical data 

and social media posts, machine learning algorithms can 

identify patterns and trends that may indicate a crisis in the 

making. This can help crisis management teams to take a 

proactive approach and respond before the situation 

escalates. 

 

V. CONCLUSION 

The translanguaging turn represents a significant 

advancement in the field of sentiment analysis, as it offers a 

closer approximation to human sentiment expression. This 

paradigm encompasses a multidisciplinary approach that 

incorporates linguistics, psychology, and sociology to delve 

into the underlying cognitive and social mechanisms of 

sentiment expression. By recognizing the importance of 

understanding human emotions within authentic 

communicative settings, the translanguaging trend in 

sentiment analysis reflects a paradigm shift that places 

emphasis on comprehending the intricate cognitive and social 

factors that shape sentiment. This approach acknowledges 

that sentiment is not solely determined by individual 

psychology, but is also influenced by broader societal and 

cultural factors. As a result, this paradigm advocates for a 

more nuanced and contextually-grounded analysis, allowing 

for a more comprehensive understanding of human emotion 

in diverse linguistic and cultural contexts. 
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