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Abstract—Utility-based data mining is a new research area 

that concentrates on all types of utility factors in data mining 
processes and is targeted at incorporating utility 
considerations in both predictive and descriptive data mining 
tasks. Discovering interesting association rules that are utilized 
to improve the business utility of an enterprise has long been 
recognized in data mining community. This necessitates 
identifying interesting association patterns that are both 
statistically and semantically important to the business utility. 
Classical association rule mining techniques are capable of 
identifying interesting association patterns but they have failed 
to associate the user’s objective and utility in mining. In this 
paper, we have proposed an approach for mining novel 
interesting association patterns from transaction data items of 
an enterprise to improve its business utility. The approach 
mines novel interesting association patterns by providing 
importance to significance, utility and subjective 
interestingness of the users. The novel interesting patterns 
mined using proposed approach can be used to provide 
valuable suggestions to the enterprise to improve its business. 
 

Index Terms—Association Rules, Data Mining, Economic 
Utility, Frequent Patterns, FP-growth, Significance, 
Subjective Interestingness. 
 

I. INTRODUCTION 

Data Mining is a remarkable field of contemporary 
research and development with regard to computer science 
that is alluring greater interest from a huge variety of people. 
The chief motivation for data mining stems from the decision 
support problems that troubled a majority of business 
organizations [1, 3]. Data mining, also known as Knowledge 
Discovery in Databases, has been defined as "The nontrivial 
extraction of implicit, previously unknown, and potentially 
useful information from data" [2]. Machine learning and 
various statistical and visualization techniques are utilized by 
Data Mining in order to ascertain and represent knowledge 
in an easily interpretable form [4]. Descriptive mining and 
Predictive mining are the two customary classifications of 
data mining tasks. The information that is ‘mined’ is 
expressed as a model of the semantic structure of the dataset, 
where in the prediction or classification of the obtained data 
is facilitated with the aid of the model [5]. Recently, 
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incorporating utility considerations in data mining tasks is 
gaining popularity in data mining research.  

One topic that includes all the perspectives of economic 
utility in Data Mining and that is destined at assimilating 
utility considerations for predictive mining tasks and 
descriptive mining tasks as well. With the computers and 
e-commerce gaining recognition far and wide, the 
availability of transactional databases is on an all time high. 
Association Rule Mining and determining the correlation of 
the items present in the transaction records are the chief 
points of focus with regard to Data Mining on transactional 
databases. Since qualitative properties such as significance, 
utility etc., are necessary to completely utilize the attributes 
in the dataset, the researchers from the data mining 
community are anxious about these qualitative aspects of 
attributes in comparison to considering the quantitative ones 
(e.g. number of appearances in a database etc). Discovering 
interesting association rules, which are used to improve the 
business utility of an enterprise, has long been recognized in 
data mining community. This necessitates identifying 
interesting association patterns that are both statistically and 
semantically important to the business utility.  

Even though several algorithms are available in the 
literature for association rule mining, [12-20] a good number 
of them deal with efficient implementations rather than the 
production of effective rules [11, 16, 18]. The techniques that 
aid in the extraction of suitable and genuine association 
patterns are mostly quantitative in nature [10, 12, 13, 17]. In 
order to completely utilize the attributes of a dataset the 
qualitative attributes are necessary. In addition, some 
methods are available in the literature for mining weighted 
association rules [22, 23]. Incorporating utility in item-set 
mining has gained popularity in recent years [7, 8]. In our 
work, we have focused on user’s objective and its utility 
which is not reported in the literate of classical association 
rule mining techniques. In addition to user’s objective and its 
utility, we have also chosen another parameter, the subjective 
interestingness. The main goal of our approach is to identify 
novel and interesting association patterns from the historical 
buying patterns of an enterprise to ascend its business further. 
The proposed approach aims to identify interesting patterns 
that are both statistically and semantically important to 
improve the business utility. 

The rest of the paper is organized as follows: Section 2 
presents a brief review of the algorithms available in the 
literature for association rule mining. The proposed 
approach for mining novel interesting association patterns is 
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discussed in detail in Section 3. The experimental results are 
presented in Section 4 and conclusions are summed up in 
Section 5. 
 

II.  RELATED WORK 
A variety of previous works in the field of Association Rule 

Mining and Utility based Data Mining serve as the 
inspiration behind the proposed methodology.  

Rakesh Agarwal et al. [9] have proposed an efficient 
algorithm that generates all significant association rules 
between items in the database.  Their algorithm incorporates 
buffer management and novel estimation and pruning 
techniques. Ramakrishnan Srikant et al. [10] have 
introduced the problem of mining association rules in large 
relational tables containing both quantitative and categorical 
attributes. They have also introduced a measure of partial 
completeness which quantifies the information lost due to 
partitioning.   

Charu C. Aggarwal et al. [13] have provided a survey of 
research on association rule generation. They have discussed 
a number of variations of the association rule problem which 
have been proposed in the literature and their practical 
applications. C.H. Cai et al. [22] have proposed a method of 
mining weighted association rule. They have provided two 
different definition of weighted support: without 
normalization and with normalization and proposed a new 
algorithm based on the support bounds. 

Wei Wang et al. [23] have proposed a two-fold approach, 
where the frequent item sets were first generated and then the 
maximum weighted association rules were derived using an 
"ordered" shrinkage approach. Frans Coenen and Paul Leng 
[14] have proposed a method for identifying frequent sets, 
which reduces the task by means of an efficient restructuring 
of the data accompanied by a partial computation of the totals 
required.  

Liang Dong and Christos Tjortjis [17] have proposed an 
enhancement with a memory efficient data structure of a 
quantitative approach to mine association rules from data. 
They have combined the best features of the three algorithms 
(the Quantitative Approach, DHP, and Apriori) in their 
approach. Ferenc Bodon [11] has described an 
implementation of APRIORI algorithm, which outperformed 
all implementations available.  

Chuan Wang and Christos Tjortjis [18] have proposed an 
efficient algorithm for mining association rules, which first 
identifies all large itemsets and then generates association 
rules. Their approach has reduced large itemset generation 
time, known to be the most time-consuming step, by 
scanning the database only once and using logical operations 
in the process. Verma Keshri et al. [19] have proposed a 
novel algorithm to find association rule on time dependent 
data using efficient T-tree and P-tree data structures. The 
algorithm has elaborated the significant advantage in terms 
of time and memory while incorporating time dimension.  

Yubo Yuan and Tingzhu Huang [20] have proposed an 
algorithm for efficient generation of large frequent candidate 

sets, called Matrix Algorithm. The algorithm generated a 
matrix which entries 1 or 0 by passing over the cruel database 
only once, and then the frequent candidate sets were obtained 
from the resulting matrix. Finally association rules were 
mined from the frequent candidate sets. Girish K. Palshikar 
et al. [21] have proposed the concept of heavy itemset, which 
compactly represents an exponential number of rules. They 
have provided an efficient theoretical characterization of a 
heavy itemset. They have also presented an efficient greedy 
algorithm to generate a collection of disjoint heavy itemsets 
in a given transaction database.  

Jieh-Shan Yeh et al. [7] have proposed a novel 
utility-frequent mining model to identify all itemsets that can 
generate a user specified utility in transactions, in which the 
percentage of such transactions in database is not less than a 
minimum support threshold. They have proposed a 
bottom-up two-phase algorithm, BU-UFM, for efficiently 
mining utility-frequent item sets. A top-down two-phase 
algorithm, TD-UFM, for mining utility-frequent item sets is 
also presented. Vid Podpe¡can et al. [8] have proposed a 
novel efficient algorithm FUFM (Fast Utility-Frequent 
Mining) which finds all utility-frequent itemsets within the 
given utility and support constraints threshold.  

 
 

III.  NOVEL INTERESTING ASSOCIATION RULE MINING  
In this section, we have presented our approach for 

association rule mining. The principal objective of our 
research is to mine novel interesting association patterns 
from the transaction data items of an enterprise to improve its 
business. The transaction data items depict the buying 
patterns of customers. From the historical buying patterns, 
our approach aims to mine novel interesting association 
patterns which are not present in transactions, but are used to 
ascend the enterprise’s business more. In our approach, 
significance, utility and subjective interestingness of the 
users are taken into consideration along with the frequency of 
items. The significance of item is taken into consideration 
because each item in transactions will have different 
significance of importance. The utility of an item is 
important because it contains information about subjectively 
defined utility such as profit in dollars or some other variety 
of utility. 

The quantity of ‘interest’ that a pattern evokes upon 
inspection is captured by the Interestingness measures. Since 
the Interesting patterns offer ample opportunities for express 
action which in turn accounts for profitable results, they are 
considered vital in data mining. Basically, the 
interestingness of an association pattern is prejudiced. 
Interestingness plays a vital role for the efficacy of an 
enterprise as well. Generally, the interestingness measures 
can be classified into objective and subjective measures. In 
case of the objective measures the interestingness is 
expressed with the aid of statistical or mathematical criteria, 
whereas in subjective measures, more practical criteria such 
as the suddenness or applicability are considered. 
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Fig. 1 Block diagram of Proposed Approach 

 
The above figure shows the block diagram of our approach. 

The major steps involved in our approach are as follows. 
Initially, the significance weightage of all the items with 
regard to profit is calculated. The transaction data items are 
initially scanned for frequent item sets using FP-Growth 
algorithm. After that, the frequent patterns with utility 
weightage greater than a threshold value are chosen. As a 
final point, novel interesting association patterns are mined 
from the selected patterns based on the subjective 
interestingness of the users.  

A.  Association Rule Mining 
This sub-section briefly explains the generalized 

association rule mining. The buying patterns of customers 
from the basket data can efficaciously be mined by employing 
Association rules. Support and confidence measures serve as 
the basis for customary techniques in association rule mining. 
The task of mining association rules is defined as follows: 

{ }m321 i, ,,, KiiiIS = a set of items and 

{ }n321 t, ,,, KtttTDI =  be a set of transaction data 

items, where { }  IS, ,IS ,IS , ipi3i21 Kii ISt = , mp <=  and 

 IS  ∈ijIS , if IX ⊆  with || Xk = | is called a k -item set or 

simply an item set. An expression, where YX ,  are item sets 

and Φ=∩ YX holds is called an association 
rule YX ⇒ . 

The measure of number of transactions T supporting an 
item set X  with respect to TDI is termed as the Support of 
an item set. 
 TDITXTDITXSupport /}{)( ⊆∈=  

The ratio of the number of transactions that hold 
Y  UX to the number of transactions that hold X  is said to 

be the confidence of an association rule YX ⇒  
       )(/)( XSuppYSuppXYXConf ∪=→    

B.  Significance Weightage Calculation 
The first step of our approach is significance weightage 

calculation. The significance weightage of each item with 
respect to profit is calculated using the following equation. 
  ∑ == n  to1i ,/ iPPSW   

Where n  is the number of items and P  is the profit of an 
item. Once the weightage is calculated, the data items in the 
transaction database are represented as a matrix for pattern 
extraction as follows. 
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Using the above matrix, the transaction patterns are 
extracted as a set as follows: where I∆  represents the item 

index of all elements in ijT  . 

( ){ } m , 1,j andn ,1,i  , 0  t: t ijij KK ==≠∆= IiT        

iT <<nT  

The extracted transaction patterns nT  are then fed as 
input to FP-Growth algorithm to find frequent patterns. 

C.  FP- Growth Algorithm 
One of the contemporary approaches for frequent item set 

mining is the FP-growth algorithm [24]. A prefix tree 
representation of the given database of transactions (called 
an FP-tree) serves as the basis for the FP-growth algorithm. 
This can save remarkable amounts of memory for hosting the 
transactions.  

The FP growth algorithm begins with the building of a 
memory structure called FP-tree. Once the FP-tree is built, 
the actual FP-growth procedure is recursively applied to it. 
All the frequent item sets are discovered by this process in a 
depth-first manner by analyzing projections (conditional 
FP-trees) of the tree with regard to the frequent prefixes 
found so far. 

D.  Frequent Pattern Selection Based on 
UtilityWeightage 
In this sub-section, we have presented the selection of 

frequent patterns based on utility weightage. The frequent 
patterns extracted using FP-Growth algorithm, are given as 
input to this stage. The utility weightage of each frequent 
pattern is calculated using the following equation. 

i

n

i
WSfWu ∑

=

=
1

*  

Where Wu  represents the utility weightage, f  

represents the frequency of pattern and iSW  represent the 

significance weightage of thi   item in the current pattern. 
Then a set of patterns having utility weightage greater than a 
predefined threshold value α  are chosen as follows. 
                           ( ){ }pFP : pp FS =  
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                        ( ) α >= up WFP  

 
Where pS  is the selected patterns set, α  is the 

predefined threshold value for the selection of patterns and 
Wu  is the utility weightage. 

E.  Interesting Association Rule Mining 
The novel interesting association patterns are mined from 

the selected frequent patterns using the algorithm described 
in this sub-section. The algorithm implicitly utilized the 
subjective interestingness of users in interesting pattern 
mining. The selected frequent patterns from previous 
sub-section and the output of FP-Growth algorithm are given 
as input to this algorithm. The algorithm mines novel 
interesting association patterns, which is not present in 
transactions, but used to ascend the business. Initially, for 
every selected pattern, the items are discretely considered 
and further the patterns with occurrence of each of the item 
are identified from the frequent patterns. The set difference 
of the selected item set (pattern) and the identified item set is 
obtained. The items in the resulting patterns are discretely 
considered and paired with its reference item and taken into 
consideration. For every selected pattern, we can get a set of 
patterns, each with two items.  The pseudo code for the above 
operation is given below. 

 
Assumptions: 

ijSp      à Individual item in a selected pattern 

 iSp     à A pattern in selected patterns 

pgF   à Frequent itemsets from FP-Growth  

   algorithm 
RP    à Resulting Patterns 
 

Pseudo Code: 
pattern  selectedeach for  

 pattern  selectedin  item  each for  
  pattern frequent each for  

iij Fpg Sp If ⊂  

;\ ii  SpFpg fp <<  

if  end  

; fp ||S  1
ijp<<TP  

  for end  
; TP1  2 <<TP     

 for end  
 ;  2TPRP <<  

for end   
 

From the identified interesting pattern set of a selected 
pattern, the patterns with equal second item are considered as 
a group and its weightage is calculated by adding the 
weightage of patterns present in it. The weightage of a 

pattern is calculated by the summation of its item’s 
weightages. By multiplying the frequency with the 
significance weightage, an item’s weightage is calculated. 
The frequency of an item is the count of that item in 
transactions having both the items in the pattern. The 

frequency of item X  in pattern Y  →X is calculated as 
follows: 

 

∑
=

=
n

i
XtcC

1
)(  Where 0)( ≠XYtc  

In the above equation ( )Xtc  is the count of item X  in 
current transaction and n is the total number of transactions. 
The interestingness weightage of a pattern group is 
calculated by the following equation. 

 

∑ ∑
= =









=

m

ij

1

0i
 iiWCIw  

 
Where wI  represents interestingness weightage and m 

represents the no of patterns in a group. Afterwards, the 
second item from each group is combined with its 
corresponding selected pattern and the interestingness 
weightage of that group is assigned to the newly formed 
pattern. The newly formed patterns are sorted based on their 
interestingness weightage. If more than one pattern occurs 
with same last item, the pattern with highest interestingness 
weightage is only considered for further process. The 
patterns with interestingness weightage greater than a 
threshold value ψ are chosen. The resulting patterns are the 
novel interesting association patterns mined using our 
approach. 

 

IV.  EXPERIMENTAL RESULTS 
In this section, we have presented the analysis of our 

experimental results. The proposed algorithm is 
implemented in Java.  

Table 1 details the profit and weightage of the sample 
items taken into consideration. A set of sample transactions 
are shown in table 2. Table 1 and table 2 are fed as inputs to 
the various algorithms mentioned in section 3.3, 3.4 and 3.5. 
The frequencies of occurrence of the frequent patterns are 
tabulated in table 3. Table 4 shows the utility weightage of 
each of the patterns. Table 5 contains the patterns with 
weightage greater than 2.0. The interestingness weightage of 
the patterns where in the items of the selected pattern occur 
are tabulated in table 6. From patterns in table 6 having an 
identical last item the pattern with the greatest 
interestingness weightage alone is considered and the rest are 
dropped. Table 8 shows the patterns further filtered from 
table 7 with the help of a minimum threshold, 10.0.  
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INPUT TABLE-I 
 WEIGHTAGEITEMS 

 

ID ITEM PROFI
T Significance_weightage 

1 A 60 0.285714285714286 
2 B 10 4.76190476190476E-02 
3 C 30 0.142857142857143 
4 D 90 0.428571428571429 
5 E 20 9.52380952380952E-02 

 
 

INPUT TABLE-II 
 CustomersTransactions 

TID A B C D E 
1 10 1 4 1 0 
2 0 1 0 3 0 
3 2 0 0 1 0 
4 0 0 1 0 0 
5 1 2 0 1 3 
6 1 1 1 1 1 
7 0 2 3 0 1 
8 0 0 0 1 2 
9 7 0 1 1 0 
10 0 1 1 1 1 

 
TABLE-III 

 FP-GROWTH 
Patterns Frequent 

A D 5 
D 8 
A C D 3 
B D 5 
A B D 3 
C D 4 
E D 4 
C B D 3 
E B D 3 
A 5 
A C 3 
A B 3 
C 6 
E C B 3 
C B 4 
E C 3 
E B 4 
E 5 
B 6 

 
TABLE-IV 

 FINDING UTILITY WEIGHTAGE 
Pattern
s 

Frequency utility_weightage 

A D  5  3.571428571428571 
D  8  3.4285714285714284 
A C D  3 2.571428571428571 

B D  5  2.380952380952381 
A B D  3 2.2857142857142856 
C D  4  2.2857142857142856 
E D  4  2.095238095238095 
C B D  3 1.857142857142857 
E B D  3 1.7142857142857142 
A  5  1.4285714285714284 
A C  3  1.2857142857142856 
A B  3  1.0 
C  6  0.8571428571428571 
E C B  3 0.857142857142857 
C B  4  0.7619047619047619 
E C  3  0.7142857142857142 
E B  4  0.5714285714285714 
E  5  0.4761904761904761

6 
B  6  0.2857142857142857 

 
TABLE-V  

SELECTED PATTERNS FROM TABLE-4 WHERE 
UTILITY_WEIGHTAGE>2.0 

Patterns Frequency utility_weightage 
A D  5  3.571428571428571 

D  8  3.428571428571428
4 

A C D  3 2.571428571428571 
B D  5  2.380952380952381 

A B D  3 2.285714285714285
6 

C D  4  2.285714285714285
6 

E D  4  2.095238095238095 
 
 

TABLE-VI 
 CALCULATING INTERESTINGNESS WEIGHTAGE  

group Interestingness 
_weightage 

C D A 14.142857142857142 
B D A 11.761904761904761 
A B D C 10.238095238095237 
A D C 8.714285714285714 
A C D B 8.428571428571427 
E D A 8.142857142857142 
D A 8.142857142857142 
A D B 6.904761904761904 
C D B 4.809523809523809 
B D C 4.238095238095238 
E D B 4.142857142857142 
E D C 3.7142857142857144 
C D E 3.380952380952381 
A C D E 3.380952380952381 
D B 3.2857142857142856 
A B D E 3.238095238095238 
B D E 3.238095238095238 
D C 2.7142857142857144 
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group Interestingness 
_weightage 

D E 2.380952380952381 
A D E 2.380952380952381 

      
 

TABLE-VII  
SELECTED PATTERNS FROM TABLE-6 

group Interestingness 
_weightage 

C D A  14.142857142857142 
A B D C  10.238095238095237 
A C D B  8.428571428571427 
C D E  3.380952380952381 

 
 
 
 

TABLE-VIII  
NOVEL INTERESTING PATTERNS 

group Interestingness_weightage 
C D A  14.1428571428571 
A B D C 10.2380952380952 

 
If items C, D and A tend to go together then it is better to 

place these items side by side.  The items such as A which 
have close proximity will enhance the chances of a customer 
who comes to buy only C, D buying A as well. For example a 
person, who comes to buy a Jeans, T. Shirt, may buy a belt, or 
perfumes or toiletries, if they are placed close by.  In short, 
when similar items are placed adjacently the chances of a 
customer buying the second item as well are much higher 
even when he/she had no intention of buying it initially. 

 

V. CONCLUSION  
Association rules have been widely used to determine 

customer buying patterns from market basket data. 
Incorporating utility considerations in association rule 
mining has gained popularity in recent years. Discovering 
interesting association rules, used to improve business utility 
of an enterprise has long been recognized in data mining 
community. This necessitated the identification of 
interesting association patterns that are both statistically and 
semantically important to the business utility. In this paper, 
we have presented a novel approach for mining interesting 
association patterns to improve the business utility. The 
proposed approach focuses on utility, significance and 
interestingness in the mining of interesting association 
patterns. The mined interesting association patterns have 
been used in providing valuable recommendation to the 
enterprise in intensifying its business utility. 
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