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Abstract—The diagnosis of defective castings has always been 

a centre of attention in the manufacturing industry. An 

intelligent diagnosis system should be able to diagnose 

effectively the causal representation and also justify its 

diagnosis. Recently, the artificial-neural networks (ANN), or 

simply neural-networks (NN), technique has gained more 

popularity in learning cause and effect analysis in casting 

processes However, the algorithm comes with problems like 

slow convergence and convergence to local minima and unable 

to model exponential increase/decrease in belief values in cause 

and effect relationships. This paper proposed a new algorithm 

for improving the conventional back-propagation algorithm by 

introducing gain parameters during the learning process. The 

abilities of the proposed method to capture the exponential 

change in the belief variation of the cause when the belief in the 

effect is at its minimum is compared with the outputs from both 

the conventional back propagation on a real casting data set. 

 
Index Terms—Back-propagation neural network, search 

direction, gain variation, optimization.  

 

I. INTRODUCTION 

Every day foundries manufacture a large number of 

castings. Every time a casting is produced, a large amount of 

data is generated involving process-parameter values and one 

or more indicators on whether the casting is defective or not.  

This data is encoded for each type of defect, for each day, 

week and month of the casting process and is available for all 

casting components. 

The rejection data for a given casting and time frame, 

normally indicates a pattern, which has normally few defects 

occurring at significantly high proportions and some 

occurring at significantly low proportions. Therefore, the 

diagnostic casting problem was defined as recognising 

patterns in the casting rejection data and identifying a 

corresponding combination of causes. It was observed that a 

combination of defects generally occurs as a result of a 

combination of causes [1].  

The cause and effect relationship in a casting process is 

complex and non-linear. Furthermore, a large number of 

parameters are needed to be coordinated with each other in an 

optimal way to minimise the occurrence of defective castings. 
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This has led to the necessity of developing computer-based 

optimisation techniques. An optimisation process is a 

computational technique that determines an optimal value for 

process parameters such that the magnitude of one or more 

response variables of the process is minimised. It also ensures 

that the process operates within established limits or 

constraints [2]. Casting process optimisation has facilitated 

foundry men in making right choices, but it still remains a 

challenging area that has drawn the attention of many 

researchers during the last two decades. 

Recent studies have used the response surface method 

(RSM) to optimise parameters in the casting process [3]. The 

computational efficiency of the RSM approach significantly 

reduces as the number of process parameters increase [4]. 

This is mainly because RSM techniques show the same 

limitations as showed by polynomial-regression techniques; 

the number of unknowns in the system increases 

exponentially with the number of parameters. 

In contrast, Taguchi‟s robust design method provides a 

process engineer with a systematic and efficient approach for 

conducting experimentation to determine near optimum 

settings of design parameters for performance and cost [5]. 

The robust design method uses orthogonal arrays (OA) to 

study the parameter space, usually containing a large number 

of decision parameters, with a small number of experiments. 

To this date, a quite significant amount of research and 

development work has been done in order to optimise 

parameters of the casting process by using the Taguchi 

method [6].  

Recently, the artificial-neural networks (ANN), or simply 

neural-networks (NN), technique has gained more popularity 

in learning cause and effect analysis in casting processes [7]. 

ANN consists of interconnected cells, called neurons, and 

simulates the behaviour of the biological neural network in a 

human brain [8]. Neural-networks‟ techniques are able to 

adapt, learn from examples and are generally used to model 

complex relationships between inputs and outputs or to 

classify data finding common patterns [9]. This ability makes 

the field of diagnosis a potential application for neural 

networks. 

Back-propagation neural network (BPNN) provides very 

effective way in learning cause and effect analysis in casting 

processes [1]. However, the training process for a BPNN 

require the designers to arbitrarily select parameters such as 

network topology, initial weights and biases, learning rate 

value, the activation function, value for gain in activation 

function and momentum. An improper choice of any of these 

parameters can result in slow convergence or even network 

paralysis, where the training process comes to a standstill or 

get stuck at local minima. Many variations of this algorithm 
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have been proposed by previous researchers to increase the 

BPNN training efficiency and one of the approaches is to 

adjust the slope of activation function [10].  
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This paper proposed a new algorithm by suggesting a 

simple modification to the search direction used by the 

current working back propagation algorithm and other almost 

all optimization method that has been summarized by Bishop 

[11]. The gradient based search direction is locally modified 

by a gain value used in the activation function of the 

corresponding node to improve the convergence rates 

respective of the optimization algorithm used.  
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The remaining of the paper is organized as follows: 

Section two illustrates the proposed algorithm and the 

implementation of the proposed algorithm in gradient descent 

optimization process. In Section three, the abilities of the 

proposed method to capture the exponential change in the 

belief variation of the cause when the belief in the effect is at 

its minimum is compared with the outputs from both the 

current method on a real casting data set. The paper is 

concluded in the final section along with short discussion on 

further research. 

 

II. THE PROPOSED ALGORITHM 
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In this section, a novel approach for improving the training 

efficiency of back propagation neural network algorithms 

(BPM/AG) is proposed.  The proposed algorithm modifies 

the initial search direction by changing the gain value 

adaptively for each node.  Gain update expressions as well as 

weight and bias update expressions for output and hidden 

nodes have also been proposed.  These expressions have been 

derived using same principles as used in deriving weight 

updating expressions. 
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The following iterative algorithm has been proposed for 

changing the gradient based search direction using a gain 

value.  

Consider a multilayer feed-forward network, as used in 

standard back propagation algorithm [12]. Suppose that for a 

particular input pattern
0o , the desired output is the teacher 

pattern
T

nttt ]...[ 1 , and the actual output is
L

ko , where L  

denotes the output layer. The error function on that pattern is 

defined as, 

Let s

ko  be the activation values for the thk node of layer s , 

and let Ts

n

ss ooo ]...[ 1  be the column vector of activation 

values in the layer s  and the input layer as layer 0.  Let 
s

ijw be the weight values for the connecting link between the 

thi node in layer 1s  and the thj node in layer s , and let 

Ts

nj

s

j

s

j www ]...[ 1 be the column vector of weights from 

layer 1s to the
thj

node of layer s . The net input to 

the
thj

node of layer s  is defined 
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Ts

n

ss netnetnet ]...[ 1
 be the column vector of the net input 

values in layer s . The activation value for a node is given by a 

function of its net inputs and the gain parameter
s

jc
; 

where f is any function with bounded derivative.  

 

This information is now used to derive an expression for 

modifying gain values for the next epoch. Most of gradient 

based optimization methods use the following gradient 

descent rule:  

where )(n  is the learning rate value at step n  and the 

gradient based search direction at step n is: 
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In the proposed algorithm the gradient based search 

direction is modified by including the variation of gain value 

to yield  

The derivation of the procedure for calculating the gain 

value is based on the gradient descent algorithm.  The error 

function as defined in Equation (1) is differentiated with 

respect to the weight value s

ijw . The chain rule yields,  
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where
s

j

s

j
net

E




 . In particular, the first three factors of 

Initialize the initial weight vector with random values 

and the vector of gain values with unit values. Repeat 

the following Steps 1 and 2 on an epoch-by-epoch 

basis until the given error minimization criteria are 

satisfied.  

 

Step 1 By introducing gain value into activation 

function, calculate the gradient of error with 

respect to weights by using Equation (5), and 

gradient of error with respect to the gain 

parameter by using Equation (7).  

 

Step 2 Use the gradient weight vector and gradient of 

gain vector calculated in Step 1 to calculate the 

new weight vector and vector of new gain 

values for use in the next epoch. 
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Equation (5) indicate that the following equation holds: 
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It should be noted that, the iterative formula as described in 

Equation (6) to calculate 
s

1  is the same as used in the 

standard back propagation algorithms [12] except for the 

appearance of the gain value in the expression. The learning 

rule for calculating weight values as given in Equation (3) is 

derived by combining (5) and (6).  

In this approach, the gradient of error with respect to the 

gain parameter can also be calculated by using the chain rule 

as previously described; it is easy to compute as:  
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Then the gradient descent rule for the gain value becomes, 
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At the end of every epoch the new gain value is updated 

using a simple gradient based method as given by the 

following formula, 

s
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In gradient descent method, the search direction at each 

step is given by the local negative gradient of the error 

function, and the step size is determined by a learning rate 

parameter. Suppose at step n  in gradient descent algorithm, 

the current weight vector is
nw , and a particular gradient 

based search direction is
nd . The weight vector at step n+1 is 

computed by the following expression: 

nnnn dww  )1(
                      (10) 

where, 
n is the learning rate value at step n .   

By using the proposed algorithm namely as 

Back-propagation with Adaptive Gain Variation (BPM/AG), 

the gradient based search direction is calculated at each step 

by using Equation (4). 

 

III. RESULTS AND DISCUSSIONS 

The abilities of the proposed algorithm to capture the 

exponential change in the belief variation of the cause when 

the belief in the effect is at its minimum is compared with the 

outputs from both the conventional back propagation 

algorithm on a real casting data set used by Ransing [1]. The 

data was collected from „Kaye Preistigne‟– a pressure die 

casting foundry. A total of 14 defects were identified and 

associated with 43 process, material or design parameters. 

The data was collected for similar components over a period 

of one year. A total of 60 representative examples were 

finalised.  

A belief value in the occurrence of defects was calculated 

as corresponding to the belief values representing the 

occurrence and non-occurrence of associated process, design 

and material parameters as given by the experts in the 

foundry. Three defects known as „Porosity‟, „Mismakes‟ and 

„Dimensional‟ are identified.   

For the purpose of comparison, the graphical variation of 

belief surfaces learnt by the conventional neural network, 

Ransing [1] and the proposed method is showed only on two 

defects which are „Porosity‟ and „Mismakes‟. 

Fig. 1, Fig. 2 and Fig. 3 shows the variation in the belief 

values in the occurrence of “The position of gate” for belief 

values for defects “Porosity” and “Mismakes” using the 

proposed method, Ransing‟s method and the neural network 

method. It can be easily observed the proposed method has an 

ability to accurately model the exponential rise in the belief 

values than the other two techniques.  
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Fig. 1. 2D output surface for defects porosity and mismakes generated by the 

conventional neural network method. 
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Fig. 2. 2D quadratic output surface for defects porosity and mismakes 

generated by ransing‟s method. 
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Fig. 3. 2D quadratic output surface for defects porosity and mismakes 

generated by the proposed method. 

 

IV. CONCLUSION 

An enhancement to the conventional back propagation 

algorithm has been proposed in this paper. The method 

introduces mid points in the existing shape function 

formulation so that an exponential rise in the belief value 

variation can be modelled without introducing the effects of 

„over-fitting‟. The performance of the proposed method was 

compared with the method proposed by Ransing [1] and the 

conventional back propagation algorithm on the same casting 

data used by Ransing [1]. The results clearly demonstrated 

that the proposed method does not have limitations of the 

conventional back propagation techniques as identified by 

Ransing [1]. Furthermore, with the result of this research 

achievement, it will now be possible to correctly predict the 

sensitivity of process parameter variations to the occurrence 

of defects. This is an important area of research in a robust 

design methodology.   
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