
  

  
Abstract—Fracture detection based on image classification is 

an area of research which has proved to be challenging for the 
past several decades. This field has gained more attention due to 
the new challenges posed by voluminous image databases. In 
this research work, fusion-based classifiers are constructed, 
which extracts features from the images, use these features to 
train and test the classifiers for the purpose of detecting 
fractures in X-Ray images. The various features extracted are 
Contrast, Homogeneity, Energy, Entropy, Mean, Variance, 
Standard Deviation, Correlation, Gabor orientation (GO), 
Markov Random Field (MRF), and intensity gradient direction 
(IGD). Three classifiers, BPNN, SVM and NB classifiers are 
used. Using these features and classifiers, three single classifiers 
and four multiple classifiers were developed. All the classifiers 
were tested vigorously with the test dataset for evaluating the 
winner combination of classifiers and features that correctly 
identifies fractures in a bone image. The performance metrics 
used are sensitivity, specificity, positive predictive value, 
negative predictive value, accuracy and execution time.  The 
experimental results showed that usage of fusion classifiers 
enhances the detection capacity and the combination SVM and 
BPNN produces the best result. 

 
Index Terms—X-ray image, gabor orientation (GO), markov 

random field (MRF), intensity gradient direction (IGD), BPNN, 
SVM and NB. 

I. INTRODUCTION 
Medical imaging is a field that provides ‘Quality 

healthcare’ for the patients by using various automated 
techniques and procedures. Medical imaging is one of the top 
developments that ‘changed the face of clinical medicine’ 
during the last millennium. Today, imaging and radiation 
therapy are cornerstones of quality care. There is a growing 
interest during the last decades in finding diagnostic methods 
for skeletal system diseases [1]. Among these diseases, 
fractures detection and treatment, which affects people of all 
ages, is growing importance in modern society.  Until 
recently, X-Ray images were maintained as hard film copy 
(like a photographic negative). Today, most images are 
digital files that are stored electronically. These stored 
images are easilyaccessible and are frequently compared to 
other X-Ray images for diagnosis and disease management. 
Now-a-days, X-Ray machines produce extremely 
high-quality images for radiologists to interpret.  

X-Ray image classification is an area that has attracted 
researchers for the past few decades [2], [3], [4], [5]. Here 
classification is a pattern recognition problem where the 
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primary goal is to separate a set of images into any one of the 
two predefined categories, namely, normal or fractured bone. 
Each of the two classes is represented by a set of features and 
the algorithm maps these feature vectors to a class using 
machine learning techniques. The ability to perform image 
classification as an automatic task using computers is 
increasingly becoming important in fracture detection 
domain. This is due to the huge volume of X-ray images 
available, which are proving to be difficult for manual 
analysis. The current market need is to have techniques 
which can detect fractures in X-ray images with minimum 
intervention from the operators in an efficient and effective 
manner. 

A classifier is a systematic approach to building 
classification models from an input data set. Examples 
include Decision Tree Classifiers [6], Rule-Based Classifiers 
[7], Neural Networks [8], Support Vector Machines [9] and 
Naïve Bayes Classifiers [10]. Fusion classifiers or Multiple 
Classifier Systems (MCS) have received considerable 
attention in applied statistics [11], machine learning [12] and 
pattern recognition [13] for over a decade. Several studies 
demonstrate that the practice of combining several base 
classifier models into one aggregated classifier that leads to 
significant gains in classification performance over its 
constituent members [14].  

The main focus of this paper is to design an automatic 
fracture detection system for detecting fractures in long 
bones from plain diagnostic X-rays using a series of 
sequential steps. The proposed Automatic Bone Fracture 
Detection System in Tibia Bones (ABFD-T) consists of three 
main steps. They are, (i) Preprocessing (ii) Segmentation and 
(iii) Fracture detection. In this paper the detection process is 
discussed using a multiple classifier approach. The rest of the 
paper is presented as follows. Section II discusses the steps in 
the proposed detection system and presents the various 
features and classifiers used. Section III discusses the various 
results obtained. Section IV concludes the work.   

 

II. THE DETECTION SYSTEM 
The fracture detection task is performed in two steps. The 

first step extracts features from the image and the second step 
use these features to classify the image as ‘normal’ or 
‘fracture’. Texture features and image fusion process are 
used during detection. Three classifiers namely, BPNN, 
SVM and NB are used during fusion. All the classifiers are 
modeled to work as a binary classifier, thus reporting 
whether a fracture is detected or not detected.  

The following 11 texture features of the X-ray images are 
used to generate the feature vector in the present study. The 
texture features used are GLCM (Gray Level Co-Occurrence 
Matrix) features namely, Contrast, Homogeneity, Energy, 
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Entropy, Mean, Variance, Standard Deviation, Correlation. 
Apart from this, Gabor Orientation (GO), Markov Random 
Field (MRF), and Intensity Gradient Direction (IGD) features 
[158] are also used. The features thus collected are stored as a 
feature vector having 12 columns and ‘n’ rows, where n is the 
number of images in the dataset. Each column represents a 
feature. The data structure used to store the feature vector is a 
2-dimensional matrix array as given in Fig. 1. 
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Fig. 1.  Feature Vector Data Structure. 
 

A. Techniques used during Fusion Classification 
Having decided on the number of classifiers and type of 

classifiers to combine the features extracted from the image, 
the next step is to decide the specific methods that are to be 
used for partitioning dataset and aggregation of results. 

 
1) Partitioning(evaluation) method - 'Holdout' Method 

Given a data set Z of size N x n, containing n-dimensional 
feature vectors describing N images, it is desirable to use as 
much.  

As possible of the data to build the classifier (training) and 
also as much as possible unseen data to test its performance 
(testing). However, using the same data for training and 
testing, results in “over-training” of the classifier. In such a 
situation, the classifier perfectly learns the available data, but 
fails with unseen data. Thus, it becomes important to have a 
separate data set to train and test a classifier and make the 
best use of Z. Several methods exist, like, Re-substitution 
(R-Method), Hold-Out method (H-Method), Bootstrap 
method and Cross-validation method. 

The proposed fusion classifier uses the hold-out method 
for splitting the dataset into training and testing samples. The 
holdout method randomly partitions the dataset into two 
independent sets, training and testing. Generally, two-thirds 
of the data are allocated to be the training set and remaining 
one-third is allocated as test set. The method is pessimistic 
because only a portion of the initial data is used to derive the 
model. 

2) Aggregation Method  
While using multiple classifiers, a method that combines 

the results of the various classifiers is needed. Several 
techniques exists, namely, majority voting, maximum, sum, 
min, average, product, Bayes, decision template and behavior 
knowledge space. This research work uses the majority 
voting scheme to combine the outputs of classifiers. Majority 
vote scheme is one of the oldest strategies for decision 
making. Its roots are traced back to the era of ancient Greek 
city states and the Roman Senate. This technique is chosen 
because of its simplicity and speed.  The method is explained 
below. 

Let the decision of the ith classifier be defined as dt, j ∈ {0, 
1}, t = 1, …, T and       j = 1, …, C, where T is the number of 
classifiers and C is the number of classes. If the ith classifier 
chooses class ωj, then dt,j = 1 and 0, otherwise. In majority 
voting scheme, a class ωj is chosen, if 
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The majority voting is an optimal combination rule under 
the minor assumptions of 

• An odd number of classifiers for a two class problem 
• The probability of each classifier choosing the correct 

class is p for any instance x; and  
• The classifier outputs are independent 

Then, with majority voting, the fusion classifier makes the 
correct decision if at least ⎣T/2⎦  + 1 classifiers choose the 
correct label, where the floor function ⎣.⎦ returns the largest 
integer less than or equal to its argument. The accuracy of the 
fusion classifier can be represented by the binomial 
distribution as the total probability of choosing k ≥ ⎣T/2⎦ + 1 
successful ones out T of classifiers, where each classifier has 
the success rate of p. Hence, Pens, the probability of fusion 
classification success is 
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B. Type of Training 
 There are various methods used while training a multiple 

classifier system.   

• Training of the individual classifiers and applying 
aggregation that does not require further training (e.g., 
aggregation techniques like average, minimum, product, 
maximum, etc.) 

• Training of the individual classifiers followed by 
training the aggregation 

• Simultaneous training of the whole scheme. 

The present scheme uses the first method where after 
training the individual classifier, further classification is not 
required. This method is selected because the fusion 
classification depends on the result of the individual 
classifier. 

Using the various features described and the three selected 
classifiers, seven classifiers (3 single and 4 fusion classifiers) 
were built. The details are listed below. 

a. Texture features with BPNN (T1) 
b. Texture features with SVM (T2) 
c. Texture features with NB (T3) 
d. Texture features with BPNN and SVM (T12) 
e. Texture features with BPNN and NB (T13) 
f. Texture features with SVM and NB (T23) 
g. Texture features with BPNN, SVM and NB   
      (T123) 

All the proposed models work in a three-step procedure. 

1. Train the classifiers with the training feature   vector 
2. Use the selected classifiers to classify the test features 

vector to an output label 
3.  Perform aggregation to combine the results and make 

the final decision. 
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This section presented the various methods and techniques 
used by the proposed fusion classification system. 
Classification systems are proposed that combines multiple 
classifiers and multiple features. Several experiments were 
conducted to analyze the classifiers and to ascertain which 
combination produced best results for fracture detection. The 
results are tabulated and discussed in the next section.  

 

III. EXPERIMENTAL RESULTS 
During experiments, a 10-fold cross-validation method is 

used. The average results were taken as the final outcome of 
the classifier. Further, a standard three-layered 
back-propagation network with the tangent-sigmoid transfer 
function is considered. The weights and biases of the neural 
networks are initialized randomly, and the number of neurons 
in the hidden node is determined heuristically as inputs + 
outputs. A small value of the learning rate (0.15) and a large 
value of the momentum rate (0.8) are chosen to avoid local 
minima. The number of training epochs was 500. To 
implement the principles of SVMs, the LIB-SVM is used. 
The two most important steps in implementation of SVM is 
scaling and kernel selection; for scaling, the values of all 
features were linearly scaled to the range [1, +1] to prevent 
the cases that features great numeric ranges dominating those 
in smaller numeric ranges. Among many available kernel 
functions linear kernel was used. The experimental results of 
ensemble classification with different base classifiers are 
presented in the following sections. The experimentation was 
conducted with the objective of analyzing the resultant data 
so as to estimate the following two performance behaviors. 

1. Which combination of the classifier gives   the best 
result? 
2. Which combination of features gives the best result? 

The performance metrics used during evaluation are 
fracture detection rate (DR), False Alarm Rate (FAR) and 
classification Accuracy (A).  Table I shows the performance 
of the seven classifiers with respect to these performance 
measures. 

 
TABLE I: PERFORMANCE OF THE CLASSIFIERS 
Classifier DR FAR A 

T1 81.10 4.61 86.39 
T2 81.23 4.34 87.94 
T3 80.69 4.79 82.58 

T12 89.05 1.59 97.97 
T13 87.00 1.74 96.58 
T23 87.77 1.73 97.52 
T123 85.05 2.61 93.57 

 
 

From the table data, it is clear that the performance of the 
classifiers that combines SVM with texture features produce 
the best results with respect to fracture detection rate, false 
alarm rate and accuracy. This is followed by BPNN-based 
classifiers. While comparing TS1, TS2 and TS3, the TS2 
classifier’s performance is enhanced. While comparing 
multiple classifiers, it is clear that the 2-classifer fusion 
systems perform better than the 3-classifier fusion systems. 

Among the 2-classifier fusion systems, the combination that 
fuses the results of BPNN and SVM produces high quality 
results, followed by SVM and NB combination. Surprisingly, 
the combination that combines all the three classifiers 
produces a degraded performance when compared with 
2-classifer fusion systems. 

Speed of classification is the time taken for the classifiers 
to make to decide whether a fracture is present in the bone 
X-ray image or not. The results are presented in Table II. 

 
TABLE II: TIME EFFICIENCY (SECONDS) 

Classifiers Training Time Testing Time Total Time
T1 42.84 31.46 74.30 

T2 21.31 18.36 39.67 

T3 32.11 24.39 56.50 

T12 63.49 43.79 107.28 

T13 55.25 41.33 96.58 

T23 34.02 36.52 70.54 

T123 67.81 46.95 114.76 
 

With regard to time efficiency, the trend obtained is the 
obvious result. The single classifiers are the fastest, followed 
by multiple classifiers. However, owing to the high accuracy 
obtained by 2-classifier systems, this time inefficiency can 
take a second place while making the decision for winning 
classifier.  

The results clearly indicate that the 2-classification fusion 
algorithm that combines BPNN and SVM is better than all 
the other proposed models. This combination shows high 
performance in terms of accuracy, false alarm rate and 
detection rate. But when time is considered important, single 
classifier schemes works better.   

 

IV. CONCLUSION 
The main focus of the present research work is to 

automatically detect fractures in long bones from plain 
diagnostic X-Rays using a series of sequential steps. Three 
classifiers, namely, Back Propagation Neural Networks, 
Support Vector Machine and Naïve Bayes were considered. 
Two feature categories, texture and shape, were collected 
from the X-Ray image. Totally 11 features were extracted 
from the image which are used to detect the fracture bones 
through training and testing of classifiers. From these three 
base classifiers, four fusion classifiers were proposed. 
Experimental results proved that the fusion of classifier is 
efficient for fracture detection and achieved maximum 
accuracy. The time complexity of the algorithms was also on 
par with the industry requirements. One difficulty 
encountered with fusion classification is the detection of a 
classifier which produces the best result. This process could 
be automated in future and the computer aided diagnosis 
program can intelligently identify the best combination of 
classifier and feature to produce highest performance. The 
present research work considers only simple fractures and 
experimental results showed that the performance degrades 
with fractures parallel to the bone edge are not detected as 
well as those perpendicular to the bone edges. Future 
research can consider these challenges.  
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