
IACSIT International Journal of Engineering and Technology, Vol.2, No.4, August 2010 
ISSN: 1793-8236 

 

 

350

  
Abstract—Medical data mining has great potential for 

exploring the hidden patterns in the data sets of the medical 
domain. These patterns can be utilized for the classification of 
various diseases. Data mining technology provides a 
user-oriented approach to novel and hidden patterns in the data. 
The present study consisted of records of 746 patients collected 
from ADRC, ISTAART, USA. Around eight hundred and 
ninety patients were recruited to ADRC and diagnosed for 
Alzheimer’s disease (65%), vascular dementia (38%) and 
Parkinson’s disease (40%), according to the established criteria. 
In our study we concentrated particularly on the major risk 
factors which are responsible for Alzheimer’s disease, vascular 
dementia and Parkinson’s disease. This paper proposes a new 
model for the classification of Alzheimer’s disease, vascular 
disease and Parkinson’s disease by considering the most 
influencing risk factors. The main focus was on the selection of 
most influencing risk factors for both AD and PD using various 
attribute evaluation scheme with ranker search method. 
Different models for the classification of AD, VD and PD using 
various classification techniques such as Neural Networks (NN) 
and Machine Learning (ML) methods were also developed. It is 
observed that increase in the vascular risk factors increases the 
risk of Alzheimer’s disease. It was found that some specific 
genetic factors, diabetes, age and smoking were the strongest 
risk factors for Alzheimer’s disease. Similarly, for the 
classification of Parkinson’s disease, the risk factors such as 
stroke, diabetes, genes and age were the vital factors. 
 

Index Terms—Vascular Dementia, Alzheimer’s disease, 
Parkinson’s disease, Machine learning.  
 

I. INTRODUCTION 
Data mining is a fast evolving technology, is being 

adopted in biomedical sciences and research. Data mining in 
medicine is an emerging field of high importance for 
providing prognosis and a deeper understanding of the 
classification of neurodegenerative diseases. 
Neurodegenerative diseases are now generally considered as 
a group of disorders that seriously and progressively impair 
the functions of the nervous system through selective 
neuronal vulnerability of specific brain regions. Alzheimer's 
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disease (AD) is the most common neurodegenerative disease 
[1], which affects the brain and hence memory.  It is a chronic, 
progressive organic brain disorder characterized by 
disturbance of multiple cortical functions, including memory, 
judgment, orientation, comprehension, learning capacity and 
language [2]. Parkinson’s disease (PD) is a debilitating 
neurodegenerative disease characterized by bradykinesia, 
rigidity with cogwheeling, rest tremor, and postural 
instability. The prevalence of Parkinson’s disease worldwide 
is known to range from 0.5 percent to 4 percent among the 
elderly aged 65 years or older [3]. Vascular dementia (VD) is 
the second most common cause of dementia after 
Alzheimer’s disease. Accounting for up to one third of all 
dementias. The risk factors and the symptoms are same as 
that of Alzheimer’s some times it is very difficult to 
differentiate between vascular dementia and that of 
Alzheimer’s disease especially in a patient’s with mixed 
dementia. The prevalence of Alzheimer disease (AD) and 
Parkinson’s disease is increasing in the elderly. The 
prevalence of AD is projected to quadruple by the year 2047. 
The prevalence of diabetes and glucose intolerance in the 
elderly was over 40% in the Third National Health and 
Nutrition Examination Survey [4]. Persons in midlife have a 
90% lifetime risk of developing hypertension [5]. 
Hyperlipidemia increases the risk of cardiovascular disease 
and it increases in adult life [6]. More importantly, these risk 
factors are all modifiable, representing an opportunity for the 
prevention of AD. Diabetes [7-9], hyperlipidemia [10], 
hypertension [11], heart disease [12], smoking [13, 14], 
homocysteine, and obesity are associated with a higher risk 
of AD. For the given dataset the diagnosis of AD and VD was 
established based on all available information gathered from 
the initial and follow-up assessments. AD was determined by 
consensus at a conference of physicians, neurologists, 
neuropsychologists, and psychiatrists. The diagnosis of 
vascular dementia was based on standard research criteria 
including memory impairment, on the neuropsychological 
test battery as well as evidence of impairment in social or 
occupational function. Where as for PD, the diagnosis was 
based on the National Institute of Neurological and 
Communication Disorders and Stroke/Alzheimer’s Disease 
and Related Disorders Association criteria [15]. Our 
objective was to classify the AD, VD and PD based on the 
most influencing risk factors using various classifier 
techniques. 
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II. LITERATURE SURVEY  
The prevalence of AD, VD and PD is increasing in the 

elderly. A detailed study on the various risk factors for 
Alzheimer’s disease has been proposed by many researchers. 
J.A. Luchsinger et. al [16], the authors followed 1,138 
individuals without dementia at baseline (mean age 76.2) for 
a mean of 5.5 years. In that study Participants were enrolled 
in a longitudinal cohort study by a random sampling of 
Medicare recipients age 65 or older residing in northern 
Manhattan  Washington Heights, Hamilton Heights, Inwood, 
New york. Participants underwent in-person interviews of 
general health and function, medical history, physical and 
neurological examination, as well as a neuropsychological 
battery. They found that Four risk factors (diabetes, 
hypertension, heart disease, and current smoking) were 
associated with a higher risk of AD (p< 0.10) when analyzed 
individually. The risk of AD increased with the number of 
risk factors (diabetes, hypertension, heart disease, current 
smoking).  

In a population based cohort of 2,574 Japanese-American 
men enrolled in the Honolulu-Asia Aging Study shows that 
the risk factors for AD is closely associated with that of 
Vascular dementia [17]. Longitudinal population-based 
studies [18-20] have shown that diabetes is associated with 
dementia as well as with the subtypes vascular dementia and 
Alzheimer’s disease. 

In another study Gang Hu et al [21], they prospectively 
followed 51,552 Finnish men and women of 25 to 74 years of 
age without a history of Parkinson’s disease at baseline. 
Ascertainment of the Parkinson’s disease status was based on 
the Nationwide Social Insurance Institution’s Drug Register 
data. Hazards ratios of incident Parkinson’s disease 
associated with the history of type 2 diabetes were estimated. 
It is also found that body mass index, systolic blood pressure, 
total cholesterol, education, leisure time physical activity, 
smoking, alcohol consumptions, are strongly associated with 
type 2 diabetes and they are also considered as the major  risk 
of Parkinson’s disease.  

ML and NN methods were found to be beneficial to 
understand the disease progression and to asses prophylactic 
strategies which can distinguish the different states of 
dementia particularly AD [22].  

 

III. PROBLEM DEFINITION 
The data set of consisted of 746 patients records collected 

from ADRC & ISTAART, USA. The base line data were 
collected from 1992 through 1994. Follow-up data were 
collected at intervals of approximately 18 months; this study 
includes data collected up to 2003.  Around eight hundred 
and ninety patients were recruited to ADRC and diagnosed 
with AD (65%), VD (38%) and PD (40%), according to 
established criteria [23].  In our study we are concentrating 
mainly on the major risk factors which are responsible for 
Alzheimer’s disease, vascular dementia and Parkinson’s 
disease. The main objectives are: 

1) To classify Alzheimer’s disease, Vascular 
dementia and Parkinson’s diseases by using 
various Machine Learning and Neural Network 

techniques. 
2) To find the most influencing risk factors causing 

Alzheimer’s disease, vascular dementia and 
Parkinson’s disease. 

3) To show that vascular risk factors increases the 
risk of Alzheimer’s disease. 

4) To show that stroke is the most important risk 
factor for both vascular dementia and Parkinson’s 
disease.   

5) Comparison of various classification techniques 
and finding the best classification technique for 
the given data.  

6) To explore the effect of modification of one risk 
factor by another during the classification of AD, 
VD and PD. (e.g., diabetes by hypertension, heart 
disease, or smoking). 

IV. ARCHITECTURE AND MODEL  
The architecture and modeling of the present paper is 

shown in the Fig.1. It begins with the collection of patients 
records, which is followed by preprocessing of data set 
includes converting the data in to numeric values. The main 
focus of our work is on the selection of most influencing risk 
factors for AD, VD and PD. We used chi-square attribute 
evaluation scheme with ranker search method, along with 
this five more different attribute evaluation schemes then we 
developed different models for the classification of AD, VD 
and PD using various classification techniques.  

A. Collection of patient’s records 
The patient’s records are collected from Alzheimer’s 

disease Research Center (ADRC) and International Society 
to Advance Alzheimer Research and Treatment (ISTAART),   
U.SA. Around eight hundred and ninety patients were 
recruited to ADRC and diagnosed with AD (65%), VD (38%) 
and PD (40%), according to established criteria.  Patients 
were self referred or physician-referred and most often came 
for an initial diagnostic evaluation. Approximately half were 
from the greater Houston area, and the rest were from 
elsewhere in Texas or from other states. Diagnosis of 
Alzheimer’s disease and Parkinson’s disease was based on 
the criteria of the National Institute of Neurological and 
Communicative Disorders and Stroke–Alzheimer’s Disease 
and Related Disorders Association (NINCDS-ADRDA). The 
description of the entire data set is shown in the Table 1 

B. Pre-processing patient records 
In this step the data was checked for missing and incorrect 

values, some of the data are in alpha numeric type which is 
converted in to numeric form. We found some 
inconsistencies in the patient’s records which we corrected 
manually by taking some external reference. 

C. Attribute Selection  
The data set in our study consists of the eleven attributes, 

which are related to the various risk factors for AD, VD and 
PD. Among which the most prioritizing attributes were 
selected based on the attribute selection techniques. 
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Figure 1.  Architecture for the classification model 

For selecting the attributes the ranker technique was used. 
For the given data set the five different methods were applied. 
Chi Squared Attribute Evaluation is the most widely used 
feature selection method. This method evaluates the various 
risk factors individually by measuring their chi-squared 
statistic with respect to the classes i. e. AD, VD and PD. In 
order to reduce the effect of the bias resulting from the use of 
information gain a variant known as gain ratio was 
introduced. The gain ratio adjusts the information gain for 
each attribute to allow for the breadth and uniformity of the 
attribute values. Gain ratio is defined by the formula: 

Gain ratio = Information Gain / Split Information. 
The Info Gain Attribute Evaluation method evaluates the 

worth of an attribute by measuring the information gain with 
respect to the class. 
Info Gain (Class, Attribute) = H(Class) – H(Class/Attribute), 
Where H is the information entropy. 

Similarly One R Attribute Evaluation, Symmetrical 
Uncertain Attribute Evaluation were applied and the results 
are shown in the Table 2. For each set of attributes further 
classification methods were applied.  

D. Classification of diseases 
Classification is the most commonly used data mining 

technique, which involves the separation of data into 
segments which are non-overlapping. Classification can be 
viewed as forecasting a discrete value. Any approach to 
classification assumes some knowledge about the data. 
Hence a training set is used to identify specific parameters. 
Training data requires sample input data, domain expertise, 
and a classification assignment to the data. In the present 
study we used three different methods for the classification of 
neurodegenerative disorders. 

1) Machine Learning (ML) 
Machine Learning and Knowledge Discovery from 

Databases (KDD) [24] are increasingly being applied in 
health care to build models, develop practice guidelines or 
refine guidelines for better medical decision making. They 
differ from traditional approaches by generating domain 
models such as decision trees, decision rules, graphs etc. 
from data. In the proposed system we used six different 
Machine Learning methods such as Decision tree [25], 
Bagging [26], BF tree, Random Forest tree [27], and RBF 
networks [28]. 

2) Neural Networks (NN) 
Neural networks are very sophisticated modelling 

techniques capable of modelling extremely complex 
functions. The Neural network is developed based on the 
human nervous system and the neuron is the fundamental 

element [29]. A neuron has several inputs and only one 
output. The neural network consists of three layers 1.Input 
layer 2.Hidden layer 3.Output layer. The layers are connected 
with weighted edges. These edges are initialized and trained. 
We have used the crab classification in particular for the data 
set. 

3) Multilayer Perceptrons (MLPs) 
Multilayer perceptrons are feed forward neural networks 

trained with the standard backpropagation algorithm. They 
are supervised networks so they require a desired response to 
be trained. They learn how to transform input data into a 
desired response, so they are widely used for pattern 
classification. In our study we used three layered MLP. 
Inputs to the first layer (input layer) are the various risk 
factors, while the classification of the diseases i. e. AD, VD 
and PD forms the last layer, which is the output of the 
network.  

E. Categorization 
The knowledge extracted from decision tree is represented 

as classification using IF-THEN rules. One rule is being 
uniquely created for every path from root to leaf node. Each  
attribute value pair along a path forms the IF path i.e. the rule 
antecedent. Prediction is held in the leaf node which holds the 
rule consequent (THEN part). This concept is very easy for 
understanding especially when tree is large.  

V.    EXPERIMENTAL RESULTS 
The Machine Learning system, WEKA software (Waikato 

Environment for Knowledge Analysis) developed at the 
University of Waikato in New Zealand. Weka workbench 
[30] is a collection of state-of-the-art machine learning 
algorithms and data preprocessing tools. It is designed so that 
the user can quickly try out existing methods on new datasets 
in flexible ways. It provides extensive support for the whole 
process of experimental data mining including preparing the 
input data, evaluating learning schemes statistically, and 
visualizing the input data and the result of learning. 

Here four different machine learning algorithms were 
applied, namely Decision table, BF tree, Random Forest tree, 
and Bagging methods, and the simulation study was 
conducted using WEKA. Along with the ML and the Neural 
Network techniques such as crab classification and 
Multilayer Perceptron were applied by making use of Matlab 
software. The Matlab short for matrix laboratory is a useful 
tool which provides a few important data mining tools which 
include the Neural Network tool box.  

The proposed model was tested on patients data consisting 
of 746 training cases and 180 testing cases, with 11 attributes  
such as genes, age, Alcohol(ml/day), LDL (mg/dl), BMI 
(Kg/m2), hypertension, smoking, diabetes, 
Hist_of_heart_disease, Family_hist_of_Neuropsychiatry.                  
Our study consists of two stages; in the first stage we applied 
various attribute selection methods for on the given data set, 
the results are shown in the Table 2. Secondly  for each 
outcome of the selection method different models was 
simulated using various ML and NN methods such as 
decision tree, BF tree, Random forest tree, Bagging method, 
RBF Networks and Multilayer Perceptron for the 
classification of Alzheimer’s disease, Vascular dementia and 
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Parkinson’s disease.  
The classification accuracies obtained for various ML and 

NN methods for each attribute evaluation techniques are 
shown in the Table 3.  

 
TABLE I.  DESCRIPTION OF PATIENTS RECORD DATASET DATA SET    

 
 

TABLE II.  RESULTS OF VARIOUS ATTRIBUTE EVALUATION METHODS ON THE 
MAJOR RISK FACTORS FOR AD, VD AND PD 

 
 
From the table 3, it was observed that the classification 

accuracy is high for Random forest tree for all the attribute 
evaluation techniques, when compared with RBF network 
and Decision table (Fig. 2). For neural network method, 
multilayer Perceptron and RBF network the classification 
accuracy is almost same for all the five different attribute 
evaluation methods.  

 

VI. DISCUSSION 
In longitudinal analyses of 746 subjects we found that 

there was a strong association between the risk of 
neurodegenerative disorders such as AD, VD and PD. The 
classification model was developed employing major risk 
factors such as age, diabetes mellitus, heart disease, 
hypertension, smoking, LDL, alcohol, BMI and genetical 
factors. We sought to identify those risk factors that are 
common for all the three diseases and then classifying the 
diseases based on those risk factors. There are some common 
risk factors in AD, VD and PD which play a vital role in the 
classification. 

The most important risk factors for AD, VD and PD are 
APOE gene, Diabetes, Stroke and Age. The ranks and the 

weights of these risk factors are shown in table 2. It is evident 
that APOE gene, diabetes, smoking and age are the most 
influencing risk for AD. Stroke and diabetes play a vital role 
for both VD and PD, since stroke is ranked between third and 
fifth positions. 

The most dominant risk factor in all the three 
neurodegerative disorders is APOE gene, which   occupies 
the topmost position in almost all the methods except for 
Gain ratio. It was also observed that family history with 
neurodegenerative disorder is more likely to get either of 
these diseases. Other factors like LDL, BMI and 
hypertension though being risk factors, are commonly found 
among all patients, thus is ranked below all other risk factors. 
Most of the influencing risk factors are common for all 
diseases and if a patient suffers from Vascular Dementia 
there is every chance of getting Alzheimer Disease. Hence 
the risk factors for both the diseases are common and stroke 
increases the growth rate of vascular dementia. 

 
TABLE III. RESULTS OF VARIOUS CLASSIFICATION ACCURACIES OBTAINED 

USING   ML METHODS. 
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Figure 2.  Classification accuracies of neurodegenerative disorders using 

ML methods. 

AD is the most common form of dementia in the elderly. 
Recent epidemiological evidence suggests an association 
between AD and vascular risk factors such as hypertension, 
diabetes mellitus, BMI, LDL, APOE gene and general 
atherosclerosis. The role of life-style factors such as smoking 
and alcohol consumption in causing AD has been extensively 
studied. The APOE e4 allele has been repeatedly found to be 
associated with both AD and vascular dementia [31, 32]. The 
prevalence of Alzheimer disease (AD) is projected to 
quadruple by the year 2047 [33]. Vascular risk factors may 
increase the risk of AD [34] and are highly prevalent in the 
elderly. Diabetes, hyperlipidemia, hypertension, heart 
disease, smoking, homocysteine, and obesity are associated 
with a higher risk of AD as well as PD. Hypertension and 
type 2 diabetes are commonly associated conditions, and 
their concordance is increased in populations. Hypertension 
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affects up to 40% or more of diabetic patients [35].  
In the general population, high blood pressure is one the 

most important risk factors for stroke. Stroke is considered as 
the major risk factor for PD. Dementia is increasingly 
recognized as an important feature of Parkinson’s disease in 
the elderly.  

VII. CONCLUSION 
This paper proposes a new model for the classification of 

neurodegenerative disorders such as Alzheimer’s disease, 
vascular dementia and Parkinson’s disease by considering 
the most influencing risk factors. The concept of attribute 
evaluation method has been adopted in this model for 
evaluating the association between risk factors, and it was 
observed that the classification accuracy varies with the 
effect of modification of one risk factor by another. 

By observing the classification accuracies, genes, diabetes, 
age and smoking seems to be strongest risk factors for 
pathogenesis of Alzheimer’s disease. Similarly, for the 
classification of Parkinson’s disease, the risk factors such as 
stroke, diabetes, genes and age play a very major role in the 
development of various symptoms of Parkinson’s disease. It 
was also found that the major risk factors for vascular 
dementia are the diabetes, APOE gene and stroke which are 
also considered as the major risk factors for AD and PD. The 
risk of Alzheimer’s disease increases with the number of 
vascular risk factors. The entire work demonstrates the 
effectiveness of considering most influential risk factor for 
the correct classification of AD, VD and PD. The 
classification model was validated with the test sample of 180 
patient’s records and the model achieved an average 
classification accuracy of 99.33% with Random forest tree 
and the Multilayer Perceptron. Further more, the 
classification model can also be tested out on different data 
sets for the classification of other neurodegenerative 
disorders such as Pick’s disease and Huntington’s disease.  
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