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Abstract—Data grids provide distributed resources for 
dealing with large scale applications that generate huge volume 
of data sets. Data replication, a technique much discussed by 
data grid researchers in past years creates multiple copies of 
file and stores them in conventional locations to shorten file 
access times. One of the challenges in data replication is 
creation of replicas, replica placement and replica selection. 
Dynamic creation of replicas in a suitable site by data 
replication strategy can increase the systems performance. 
When creating replicas a decision has to be made on when to 
create replicas and which one to be created. This decision is 
based on popularity of file. Placement of replicas selects the 
best site where replicas should be placed. Placing the replicas 
in the appropriate site reduces the bandwidth consumption and 
reduces the job execution time. Replica selection decides which 
replica to locate among many replicas. This paper discusses 
about dynamic creation of replicas, replica placement and 
replica selection. It is implemented by using a data grid 
simulator, Optorsim developed by European data grid projects.  

 
Index Terms—Grid Computing, Data grid, Replica 

Creation, Replica Placement, Replica Selection 

I. INTRODUCTION 
A Grid is large scale resource sharing and problem 

solving mechanism in virtual organizations [1]. Grid 
Computing is emerging as a key enabling infrastructure for a 
wide range of disciplines in science and engineering, 
including high energy physics, molecular biology, 
astronomy and earth sciences. Grid computing has the 
potential to support different kinds of applications. They 
include compute-intensive applications, data-intensive 
applications and applications requiring distributed services. 
Various types of Grids have been developed to support these 
applications and are categorized as Computational Grids, 
Data Grids and Service Grids.  

Data grids are predicted to be the solution to the large 
computational power and data storage requirements of many 
current projects. The emerging trend in scientific 
applications in many areas such as high energy physics, data 
mining, and climate simulation shows that these applications 
process and produce large amounts of data [2-6]. The 
resulting output data in turn to be stored for further analysis 
and shared with collaborating researchers within the 
scientific community who are spread around the world. 
Managing this data in a centralized location increases the 
data access time and hence much time is taken to execute 
the job. So to reduce the data access time replication is used.  

This paper presents a dynamic replica creation and 
placement algorithm which can automatically maintain the 
data by the status of data. Replica creation decides which 
file to be replicated and how many replications to be created. 
Replica placement deals with the placement of replicas in 
appropriate locations. Two factors are considered for the 
placement of replicas, the response time and the bandwidth.  

The rest of the paper is organized as follows. Section II 

describes the related work in replica management. Section 
III discusses the dynamic replica creation and placement 
algorithm. Experimental results are shown in Section IV. 
Finally conclusion and future work is given.  

II. RELATED WORK 
Kavitha et al. [7] proposed a strategy for creating replicas 

automatically in a generic decentralized peer-to peer 
network. The goal of their model is to maintain replica 
availability with some probabilistic measure. Ranganathan 
and Foster [8] discuss various replication strategies. All 
these replication strategies are tested on hierarchical Grid 
Architecture.  

Several research efforts [9] assume user requests as the 
only parameter considered for replica placement so network 
latencies are ignored. However, network bandwidth plays a 
vital role in file transfer. Transfer Time can be saved by 
placing replica of a file at a site that is connected to its 
neighbors with limited bandwidth and if its request for that 
file is above average. The authors [10, 11] adapt the 
economic model for replication strategies. They focus on 
optimizing the replication of data in grid environment to 
achieve the final goal which is reducing the job turnaround 
time in long term.  

Ruay-Shiung Chang, Hui-Ping Chang, Yun-Ting Wang 
[23] proposed an algorithm called LALW where the replicas 
are created dynamically based on the weights. Here the 
replica placement is done only in the cluster level and not in 
the site level.  

Ming Tang, Bu-Sung Lee, Chai-Kiat Yeo, Xueyan Tang 
[12] suggests two replication algorithms Simple Bottom Up 
(SBU) and Aggregate Bottom Up (ABU) for Multi-tier data 
grids. To minimize the data access time and the network 
load, replicas of the data should be created and spread from 
the root center to regional centers, or even to national 
centers. The strategies in this work are applicable only to 
multi-tiered grids.  

Lin [13] focuses on the important problem of choosing 
locations for placing replicas in data grids. They address the 
problem of data replica placement in data grids, given the 
traffic pattern and locality requirements.  

In paper [14] the authors addresses the system wide data 
availability problem assuming limited replica storage. In this 
two new metrics are discussed: System File Missing Rate 
(SFMR) and System Byte Missing Rate (SBMR)..  

Sang Min Park, Tai Hoon Kim [15] proposed an 
algorithm called Bandwidth Hierarchy Replication (BHR) 
which reduces data access time by avoiding network 
congestions in a data grid network. In [16] the authors 
proposed the BHR algorithm by using three level 
hierarchical structures. They address the problem of both 
scheduling and replication.  

In [17] the author discusses about replica placement 
policy and replica selection, which all are embedded in their 
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proposed system in order to reduce job turnaround time, 
reduce storage cost, and reduce network bandwidth 
consumption. Their system is termed as Replica 
Management in Grid (RmGrid).  

Mohammed Rashedur Rahman [18] uses P-median model 
for the replica placement problem. P-median model finds the 
locations of P candidate sites to place a replica that optimize 
the aggregated response time.  

A different cost model was proposed by Lamehamedi et 
al. [19] to decide the dynamic replication. This model 
evaluates the data access gains by creating a replica and the 
costs of creation and maintenance for the replica, and it is 
applied by the Replica Manager in each intermediate storage 
site in a decentralized manner.  

Rahman et al [24] considered the storage access latency 
while selecting the best replica. 

III. DYNAMIC REPLICA CREATION, PLACEMENT AND 
SELECTION  ALGORITHM(DRCPS) 

A. The Framework 
In this paper, a region based framework is proposed. The 

design of the framework is based on the centralized data 
replication management. Fig – 1 shows the framework. 
There is a region master responsible for triggering the 
replica management. Group of sites are located on the same 
network region. A network region is a network topological 
space where sites are located closely. Each region has a 
region header. It is used to manage the site information in a 
region. The region master collects all information about 
accessed files from all region headers. Each site maintains 
the history of files accessed in that site. The access history 
gives the details of fileid, regionid and the time, which 
indicates that the file has been accessed by a site located in 
the region (regionid) at a particular time. At a regular time 
interval each site sends its access history to its region header. 
The region header maintains the detail of the number of 
times the file has been accessed in the particular region. 
Region header sends information to the region master at a 
constant time interval. The Region master maintains the 
global information regarding the file and the number of time 
it has been accessed. The selection of the popular file is 
based on the weights given to the file.  

 
Figure 1. Replication Framework 

  Region Master 
   Region Header  
  Routers  

B.  Proposed Methodology 

1  .Dynamic Replica Creation Algorithm 
 

In [23] the authors proposed an algorithm called LALW 

where the replicas are created dynamically based on the 
weights and placed in the cluster. This paper focuses on 
placing the replicas in best site within the cluster. Replica 
creation and Replica placement within the cluster is based 
on LALW. 

Replica creation involves two stages. First stage 
determines which file to be replicated and the second stage 
calculates the number of copies to be replicated.  

In the first stage region master gets the information from 
the region header at a constant time interval. Information 
gathered at different time interval has different weights. 
Here the weight represents the quantity and the time interval. 
Recently accessed files have larger weight and older files 
have less weight. Access Frequency (AF)[23] is calculated 
to exhibit the importance for access history in different time 
intervals. Let NT be the number of time interval passed, F is 
the set of files that have been requested and aij indicates the 
number of accesses for the file i at time interval j. The 
Access Frequency for file F is represented as  

 
By calculating the Access Frequency the popular file can 

be identified.  
The second stage is to calculate the number of replicas 

needed. This can be done by comparing the average AF per 
time interval for the popular file with all other files in F. Let 
the popular file be p. Then the average Access Frequency of 
the popular file p [23] is 

 
The average Access Frequency[23] of all other files can 

be calculated as  

 
AF(f)sum [23] indicates the sum of AF for all files 

requested. The number of replicas needed for the popular 
file is calculated as 

 
2. Replica Placement Algorithm 

Replica has to be placed in the appropriate location so as 
to keep the environment in the higher performance. Replica 
placement has two stages. The former determines in which 
region header the replica has to be placed and how many 
replica has to be placed. The later stage determines in which 
site within the region the file has to be placed.  

In the first stage the region master will make a request to 
every region header in order to get the information about the 
popular file. The information contains the region details and  

TABLE I.  GENERAL CONFIGURATION OF PARAMETERS  

Parameters Values 
Number of Jobs 100 
Number of Job Types 5 
Number of file accessed per job 10 
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Size of single file 1GB 
Total Size of files 100 GB 
Job Delay 2500 mS 
Maximum Queue Size 200 

 
Figure 3. CMS Data Challenge 2003 grid topology 

the number field. These files still have different weights 
according to different time intervals. The Region master 
calculates AF(p) in different regions after getting the 
information for popular file from region headers. Then it 
sorts its records in descending order based on the AF(p). 
The region in the first item of the sorted list has the highest 
priority to place the replicas. Number of replicas to be 
placed at region c [23] is calculated as 

 
The replicas are replicated in region 1, 2,. . N in turn until 

all the replicas is allocated.  
The second stage is to place the replica in the appropriate 

site within the region. To place the replicas placement cost 
is calculated. Two factors considered here are the number of 
request made for the particular file and the response time, 
where the response time includes the transfer time divided 
by the network bandwidth.  

Then the Placement cost is calculated as  
Placement cost = Number of Request * Response Time 

Replica can be placed in the site where the placement cost 
is low.  

If there is no space to store the replica Least Frequently 
Used file is deleted from the site.  

3. Replica Selection Algorithm 
Replica selection is one of the key components of data 

management in Data intensive application. It decides which 
replica location is the best for the grid users. Several replicas 
can exist for a given file. The optimization algorithm 
determines the replica that should be accessed from a given 
location. Replica selection is complicated because it can 
involve several components including network, CPU and 
disks. Selection procedure is based on whether to select the 
replica from the master site or from the region header or 
from any neighboring site. The decision is based on the 
Weighted Euclidean Distance 
                                                  m 

D(x,y)=SQRT(∑(xi-yi)2 *wi) 
     i=1 

Where wi is the weight of each attribute. 
                

IV.   Experimental Results 

A  .Simulation Setup and Metrics 
OptorSim is used to evaluate the performance of this 

algorithm. OptorSim was developed by European Data Grid 
projects [20] and is written in Java. It provides a framework 
to simulate the real grid environment. It is developed to test 
the Dynamic Replication strategies.  

In Data Grid Environment various job execution scenarios 
are present. The Job Execution scenario used for this 
algorithm is shown in Table – I.   

The architecture used here is the European Data Grid 
CMS testbed architecture [22]. In this there are twenty sites 
in which two of them have only storage element and which 
acts as master node. CERN and FNAL are considered as 
master site where data is produced initially. Jobs are 
processed in the remaining sites which have both storage 
and computing element. There are 8 routers which is used to 
forward request to other sites. The topology of CMS testbed 
is depicted in Fig – 3. Data replication strategies commonly 
assume that the data is read only in Data Grid Environments 
[21].  

The Performance Evaluation Metrics used in this system 
are Mean Job Execution Time, Average Storage Used and 
the Effective Network Usage.  

The Mean Job Execution Time is defined as the total time 
to execute all the jobs, divided by the number of jobs 
completed.  

Storage usage can be calculated for each site as a 
percentage of capacity reserved by files according to the 
total capacity for the underlying storage.  

Replicating a file takes time and uses network bandwidth. 
Effective Network Usage is the ratio of files transferred to 
files requested, so a low value indicates that the 
optimization strategy used is better at placing files in the 
right places.  

TABLE –II    OPTORSIM RESULTS 

 No 
Replication LRU LFU DRCPS

Mean Job Time of all 
Jobs in MS 5990 1022 971 432 

Total Number of 
Replications 0 193 172 129 

Total Number of Local 
File Accesses 0 1505 1364 1016 

Total Number of 
Remote File Accesses 1348 0 0 0 

Percentage of Storage 
Filled/Available 8. 81 26.12 26.56 29.53

Probability of Effective 
Network Usage 1. 0 0. 13 0. 14 0. 12 

B  .Simulation Results 
The order in which a job requests files is determined by 

the job’s access pattern. There are various access pattern 
generators used in OptorSim. In this work Zipf Access 
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Pattern Generator is used. Table – II shows the results for 
replication using access cost for current job and all queued 
jobs scheduling algorithm and Zipf access pattern generator.  

When compared to No replication, LRU and LFU,  
DRCPS Algorithm performs better. This algorithm 
minimizes the Mean Job Execution time and thus the data 
access time can be improved. Fig – 4 depicts the Mean Job 
Execution Time.  

Fig -5 depicts the average storage used. Average storage 
used is best in ‘no replication’, ’LFU’ and ‘LRU’ because in 
the case of ‘No replication’ the data is stored only in one 
location where the files are produced initially and in LFU 
and LRU the files are replicated only when there is a need. 
But in the proposed algorithm the replica is created 
dynamically in advance. Fig – 6 shows the Effective 
Network Usage. It is better in the proposed algorithm when 
compared to other algorithms. 
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Figure 4. Mean Job Execution Time 
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Figure 5. Average Storage Used 
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Figure 6. Effective Network Usage 

 

V. CONCLUSION AND FUTURE WORK 
Grid computing is emerging as one of the best solution to 

utilize existing resources for catering the massive 
computational and data handling requirements of today’s 
high performance applications. The data grid provides the 
ability to access and manage data and data resources on the 

grid. Replication involves the creation of identical copies of 
data files and their distribution over various grid sites 
needing access to these replicas. Replicas must be managed 
in terms of creation, and placement. In this paper a Dynamic 
Replica Creation, Placement and Selection algorithm is 
proposed. The proposed Algorithm increases the data 
availability by making dynamic replica creation. It also 
reduces the unnecessary replication. It places the replica in a 
appropriate location so as to reduce the placement cost. By 
using this algorithm Mean Job Execution time can be 
minimized, and there is an effective network usage.  

This approach considers only the number of requests and 
response time for placing the replicas. As part of future 
work we plan to consider additional parameters for placing 
the replicas. Replica selection can also be extended by 
considering additional parameters such as security. 
Currently only LFU is applied as the replica replacement 
policy, so more replica replacement strategies can be 
investigated to complement the dynamic replacement 
algorithms to further improve the overall system 
performance  
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