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Abstract—Video compression plays an important role in 

video signal processing, transmission   and storage. Since the 

available bandwidth for transmission is very limited, 

Multimedia Applications such as video conferencing, video on 

demand, video telephony and remote sensing are not possible 

without compression. A lot of video compression techniques 

have been developed and the video signal transmission has 

followed at data rates   below 64kbps.Wavelet transform based 

motion compensated video codec performs better compression 

in order to meet the rate and distortion constraint in video 

transmission for the available bandwidth than the block based 

techniques, which are followed in standard video transmissions 

such as H.261 and H.263.But the efficiency of those technique’s 

depends on the way in which it estimates and compensates the 

object motions in the video sequence. Wavelet based embedded 

image coder is quite attractive in modern multimedia 

applications. Wavelet transform, bit plane coding and other 

techniques make embedded image coder practical and also 

provide efficient compression. In this paper, we have proposed 

a novel video coding using swarm intelligence in dual tree 

complex wavelet transform for video coding. The 3-D DDWT is 

an attractive video representation because it isolates motion 

along different directions in separate subbands. However, it is 

an over-complete transform with redundancy, which is going to 

be eliminated by choosing optimal subbands with the help of 

Noise shaping followed by an Improved Particle Swarm 

Optimization (PSO). The proposed video codec does not require 

motion compensation and provides better performance than the 

3D SPIHT (Embedded type) codec, both objectively and 

subjectively, and the coder allows full scalability in spatial, 

temporal and quality dimensions. 

 
Index Terms—Dualtree Discrete Wavelet Transform, 

NoiseShaping, Particle Swarm Optimization.  

 

I. INTRODUCTION 

Most of the lossy compression technique use signal 

transforms those produce a hierarchical or layered 

representation of the input content of video frame or image in 

space and time [10-13]. In this representation, the significant 

visual information tends to be clustered in a small percentage 

of transform coefficients, while the remaining coefficients 

tend to constitute a sparse representation. Such transform 

representations can be efficiently quantized and coded with a 
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variety of techniques depending on the available bandwidth, 

while a percentage of the transform-coefficient information 

is ignored. It is important to note that, in the case of video, the 

sparseness in the transform domain representation is 

significantly increased with the use of motion estimation and 

compensation techniques those exploit temporal similarities 

among neighboring frames [2]. In many cases, depending on 

the performance of the utilized motion estimation model, as 

well as the transform and coding techniques, a visually 

near-lossless representation of the input video can be 

obtained after decoding. For example, modern 

state-of-the-art video coders can achieve compression ratios 

of more than 100:1 with little loss of visual quality. This 

comes as a result of more than thirty years of research. 

The standard separable discrete wavelet transform (DWT) 

provides a multi-resolution representation of a signal and has 

established an impressive reputation for video compression. 

Several recently proposed DWT-based video coders have 

achieved coding efficiency similar to or slightly better than 

block-based hybrid video coders [1]. But the poor directional 

selectivity of the multidimensional DWT can lead to 

checkerboard artifacts at the low bit rate range. An important 

recent development in wavelet-related research is the design 

and implementation of 2-D multiscale transforms that 

represent edges more efficiently than does the DWT. 

Kingsbury‟s complex dual-tree wavelet transform (DT-CWT) 

is an outstanding example [2]. The DT-CWT is an 

overcomplete transform with limited redundancy (2m:1 for 

m-dimensional signals). This transform has good directional 

selectivity[4] and its subband responses are approximately 

shift-invariant. The 2-D DT-CWT has given superior results 

for image processing applications compared to the DWT [2, 

3]. 

Recently, Selesnick and Li introduced a 3-D version of the 

dual-tree wavelet transform and showed that it has superior 

motion selectivity [4]. The major challenge to apply the 3-D 

complex DDWT for video coding is it is overcompleteness 

transform with 8:1 redundancy. By choosing the real parts of 

the wavelet coefficients, perfect reconstruction is obtained 

with the motion selectivity retained. This reduces the 

redundancy to 4:1 [4]. To reduce the number of coefficients, 

Kingsbury proposed an iterative projection-based noise 

shaping (NS) scheme [3], which modifies previously chosen 

large coefficients to compensate for the loss of small 

coefficients. Wang et al., [5, 16] found that noise shaping 

applied to 3-D DDWT can yield a more compact set of 

coefficients than from the 3-D DWT. The fact that noise 
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shaping can reduce the number of coefficients below that 

required by DWT (for the same video quality) is very 

encouraging.  

In [5], the vector entropy study we understand that only a 

few bases have significant energy for an object feature. The 

relatively low entropy of the significant vector across 

subbands suggests that the where about of significant 

coefficients may be coded efficiently by coding the 

significance bits across subbands jointly. Based on the above 

investigation, we proposed a video codec in this paper that 

doesn‟t require motion compensation and allows full spatial, 

temporal and quality salability by using 3D-DDWT hybrid 

with Swarm Improved Particle Swarm Optimization (IPSO). 

PSO has been implemented in a wide range of research areas 

such as functional optimization, pattern recognition, neural 

network training, fuzzy system control and obtained 

significant success.  

PSO is widely used to solve nonlinear and multiobjective 

problems such as optimization of weights of neural networks 

(NN), electrical utility, computer games, and mobile robot 

path planning, etc.  As a recursive algorithm, the PSO 

algorithm simulates social behavior among individuals 

(particles) “flying” through a multidimensional search space, 

where each particle represents a point at the intersection of all 

search dimensions. The particles evaluate their positions 

according to certain fitness functions at each iteration, and 

particles in a local neighborhood share memories of their 

“best” positions, then use those memories to adjust their own 

velocities and positions. In PSO, a particle is an independent 

intelligence agent, which searches the problem space based 

on its own experience and the experience of peer particles.  It 

leads to the problem of prematurity and easily trapping in 

local optimum, a modified PSO algorithm is proposed, that 

the only global best particle is perturbed in every iteration of 

the algorithm and other particles are updated according to 

original updating method. And this may increase the time for 

reaching the best positions. A number of variations in 

standard PSO have been presented in the literature to avoid 

local minimum problem. In our Improved PSO, at each 

iteration we are choosing „n‟ number of best particles (1< n < 

N/2, where N is the total number of particles) and share this 

best solutions with the rest of the particles based on crossover 

operation. Thus, the other particles can also travel with the 

best solution instead of performing independent search. 

In this paper first the signal is decomposed by dual-tree 

real discrete wavelet transform. Noise shaping scheme is 

used to select the significant coefficients from the vast ddwt 

coefficients. Next using the improved version of PSO 

algorithm, the dual tree   subband coefficients which contain 

high energy are identified. The identified subband 

coefficients in each plane are encoded using significance map 

coding like in SPHIT algorithm. 

This paper is organized as follows. Section 2 briefly 

introduces the 3-D DDWT and its properties for video 

representation. Section 3 describes the proposed codec in 

detail. Section 4 presents the coding results of the video 

codec using 3-D DDWT-IPSO. The final section summarizes 

our work. 

 

II. 3D-DUAL-TREE WAVELET TRANSFORM 

The design and the motion-selectivity of dual-tree filters 

are described in [6] and [2]. The dual-tree wavelet transform 

is implemented by first applying separable transforms and 

then combining subband signals with simple linear 

operations. Even though it is non-separable, it inherits the 

computational efficiency of separable transforms. 

Figure 1 illustrates the difference between the standard 

3-D DWT and the 3-D DDWT. The figure depicts the 

wavelets (i.e. the basis functions) associated with the 3-D 

DWT and the 3-D DDWT respectively. As illustrated, the 

3-D DWT mixes different orientations in one wavelet basis, 

but the 3-D DDWT is free of this effect. The 3-D DDWT has 

many more subbands than DWT. while decomposing the 

signal it contains 28 High subbands and 4 low subbands. 

Each subband represents the coefficient with one wavelet 

basis. The 28 high subbands isolate 2-D edges with different 

orientations that are moving in different directions. Because 

of this motion selectivity, the 3-D DDWT does not require 

separate motion compensation procedure for video coding.  

 
Figure.1 Iso surfaces of a typical 3-D DWT (left) and typical 3-D DDWT 

(right). For the 3-D DDWT, each subband corresponds to motion in a 

specific direction. 

 

The analysis and synthesis Filter Banks (FB) [2] used to 

implement the dual-tree CWT and its inverse are illustrated in 

Figures 2 and 3.The two real wavelet transforms use two 

different sets of filters, with each satisfying the PR conditions 

[2].  

The h0(n), h1(n) denote the low-pass/high-pass filter pair 

for the upper FB, and let g0(n), g1(n) denote the 

low-pass/high-pass filter pair for the lower FB. ψh(t ) and 

ψg(t) are the two real wavelets associated with each of the 

two real wavelet transforms. In addition to satisfying the PR 

conditions, the filters are designed so that the complex 

wavelet  

 ψ(t ) = ψh(t) + jψg(t) (1) 

 is approximately analytic. They are designed such  as ψg(t) 

is approximately the Hilbert transform of   ψh(t)  

 ψg(t ) ≈ H{ψh(t )} (2) 

2D Complex DWT is constructed as  

 ψ(x,y )= [ψh(x) + jψg(x)][ ψh(y) + jψg(y)] (3) 

Real part of ψ(x,y )is given by 

 Real part { ψ(x,y )}= ψh(x) ψh(y)- ψg(x) ψg(y) (4) 

 

Thus the real wavelet filters are implemented in Dual tree 

CWT. Though 2D DWT uses two separable real filters, it 

introduces check board artifact problem, But Complex Dual 

tree doesn‟t have such problem [17] and the filters are not 

separable one. It is two times expansive in 1-D because the 

total output data rate is exactly twice the input data rate. 

The inverse of the dual-tree CWT is as simple as the 
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forward transform. To invert the transform, the real part and 

the imaginary part are each inverted the inverse of each of the 

two real DWTs are used to obtain two real signals. These two 

real signals are then averaged to obtain the final output. 

One major obstacle for applying the 3-D DDWT for video 

coding is that it is an over complete transform by a factor of 

eight or four (if only the real parts of the coefficients are 

retained).The drawback can be eliminated by the suitable 

selection of subband coefficients  using swarm intelligence. 

Moreover in Particle swarm intelligence, particles are real 

values. Here the DDWT coefficients are also real and a 

memory constrained implementation (Video coding) can be 

achieved by the suitable subband selection using IPSO. 

 

 
Figure 2. DDWT Analysis filter bank 

 
Figure 3. DDWT Synthesis Filter Bank 

 

III. VIDEO CODING USING IPSO IN 3D-DDWT 

The proposed coder (DDWT-Swarm Intelligence) first 

applies 3D DTWT to the input video sequence. The video 

sequence is subjected to temporal   decomposition which 

constructs the sequence into group of frames and then it is 

subjected to it spatial decomposition. The DDWT 

coefficients are vast in number since it is an expansive type 

transform. Instead of directly applying PSO algorithm to find 

the significant coefficients we go for any one of the 

coefficient reduction method. Noise shaping scheme is used 

to select the significant coefficients. Among the significant 

coefficients, IPSO algorithm selects the 3D DTWT 

coefficients   those have    to be retained, and then a bit plane 

coder is applied to code the retained coefficients. The low 

subbands and high sub bands are coded separately. 

 

 
 

Figure 4. 1 level decomposition of input signal using dual tree discrete 

wavelet transform 

 

Figure 4 shows the 1 level decomposition of the input 

signal.The signal is decomposed into 4 low subbands and 28 

high subbands. Here Low pass filters are h(n) and high pass 

filters are g(n).The four wavelets bases(a, b, c  and d) 

of dual tree real discrete transform is obtained by the  

combination of four three dimensional wavelets ψ1(x,y,z), 

ψ2(x,y,z), ψ3(x,y,z), and ψ4(x,y,z).  

 1(x, y, z) := h(x) h(y) h(z)  (5) 

 2(x, y, z) := g(x) g(y) h(z) (6) 

 3(x, y, z) := g(x) h(y) g(z) (7) 

 4(x, y, z) := h(x) g(y) g(z) (8) 

 a (x; y; z) = 0:5 (1(x; y; z) -2(x; y; z) –  

 3(x; y; z)- 4(x; y; z)) (9) 

 b(x; y; z) = 0:5 (1(x; y; z) -2(x; y; z) +  

 3(x; y; z) + 4(x; y; z)) (10) 

 c(x; y; z) = 0:5 (1(x; y; z) + 2(x; y; z) –  

 3(x; y; z) + 4(x; y; z)) (11) 

 d(x; y; z) = 0:5 (1(x; y; z) + 2(x; y; z) +  

 3(x; y; z) - 4(x; y; z)) (12) 

A. Noise Shaping 

Noise shaping is an iterative projection based algorithm. 

The dual tree wavelet coefficients are subjected to this NS 

Scheme in order to select the significant coefficients from 

vast DT DWT coefficients. It is faster when comparing  to the 

matching pursuit algorithm. More than one coefficients are 

selected in an iteration. In this algorithm initially simple 

thresholding  method is applied and the significant 

coefficients are retained. But the simple thresholding method 

is not suitable for non orthogonal transforms like DT DWT. 

So the retained coefficients magnitudes are modified by 

multiplying those by a small constant k. This is done for the 

compensation of the loss of small coefficients due to 

thresholding. The overall block diagram is shown below in 

figure 5. 
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Figure 5. Block diagram of the proposed coder 

B. Coding of the Significance Mas 

Although 3-D DDWT has 28 high subbands, only a few 

subbands have significant energy for an object feature and 

the typical combination of significant subbands at the same 

spatio-temporal location is quite predictable. In order to 

achieve high compression ratio, with good quality of the 

reconstructed video, the context based[8] arithmetic vector 

coding is used. In our proposed coder, the optimal subbands 

are selected. using Swarm Intelligence, which  includes 

several heuristics methods such as Particle Swarm 

Optimization and Ant Colony Optimization. Particle Swarm 

Optimization is a population based stochastic optimization 

technique developed by Eberhart and Kennedy in 1995, 

inspired by social behavior of bird flocking. [14, 15]. 

C. Particle Swarm Optimization 

Particle swarm optimization uses a population of particles. 

Each particle is a potential solution. The system is initialized 

with a population of random solutions and searches for 

optima, according to some fitness function, by updating 

particles over generations; that is, particles “fly” through the 

N-dimensional problem search space by following the 

current better-performing particles. 

Particle swarm algorithm is a kind of evolutionary 

algorithm based on swarm intelligence. Each potential 

solution is considered as one particle, and these particles are 

distributed stochastically in the high-dimensional solution 

space in the initialization period of the algorithm. Through 

following the optimum discovered by itself and the entire 

group, each particle periodically updates its own velocity and 

position. 

 
Vid(t+1) = w × vid(t) + c1 × rand1(.) × (pid – xid)  
 + c2 × rand2(.) × (pgd – xid) (13) 

 xid(t+1) = xid(t) + vid(t+1), 1  i  N, 1  d  D(14) 
 

Where, N is the number of particles and D is the 

dimensionality; Vi = (vi1, vi2,…, viD), vid ∈ [−vmax, vmax] is the 

velocity vector of particle i which decides the particle‟s 

displacement in each iteration. Similarly, Xi = (xi1, xi2, … , 

xiD), xid ∈ [−xmax, xmax] is the position vector of particle i 

which is a potential solution in the solution space. The quality 

of the solution is measured by a fitness function; w is the 

inertia weight which decreases linearly during a run; c1, c2 are 

both positive constants, called the acceleration factors which 

are generally set to 2.0; rand1(.) and rand2(.) are two 

independent random number distributed uniformly over the 

range [0, 1]; and pg, pi are the best solutions discovered so far 

by the group and itself respectively.  

In the t + 1 time iteration, particle i uses pg and pi as the 

heuristic information to updates its own velocity and position. 

The first term in the above equation represents the 

diversification, while the second and third intensification. 

The second and third terms should be understood as the 

trustworthiness towards itself and the entire social system 

respectively. Therefore, a balance between the diversification 

and intensification is achieved based on which the 

optimization progress is possible. As widely adopted, we 

measure the amount of computation and the quality of 

compensated video sequence by Computation and Peak 

Signal-to-Noise Ratio (PSNR). Computation is defined as the 

average number of the error function evaluations per MV 

generation. Due to the minimum computational cost, we 

choose Summed Absolute Difference (SAD) as the error 

function which is defined as follows: 

  (16) 

where the size of a MB is N × N. The motion estimate 

quality between the original Iogn and the compensated video 

sequences Icmp is measured in PSNR which is defined as: 

  (17) 

 
 (18) 

where K is the number of frames in the video sequence. In 

standard PSO, at each iteration a best position is chosen from 

the particles known as „Xpbest‟. This best solution is 

compared with the best solution so far (Xgbest). If current is 

the best then the global best is interchanged with Xpbest, 

otherwise the procedure is continued with previous best. In 

this case, the particles are independent each other, they are 

not sharing the information about their travel. This leads to 

local minimum and may be takes long time for convergence. 

In our proposed method, we are choosing „n‟ number of best 

solutions at each iteration. The value of should satisfy the 

following condition: 

1 < n < N/2, where N = total number of particles 

And these „n‟ best solutions are compared with previous 

best solutions. Finally „n‟ best solutions are chosen globally. 

And with these „n‟ best solutions are matted with each other 

at random to fill the population size. Here, we are performing 

single-point crossover operation to perform matting. For 

example, if n=3, and the population size is 5, consider the 

following 3 best solutions. 

1 0 1 0 0 1 0 1 0 1 0 1 0 

1 0 0 0 0 1 1 1 0 0 0 1 1 

1 0 1 0 0 1 0 1 1 1 0 0 1  

With these 3 best solutions, to fill the population we need 2 

more series that can be generated by performing single point 

crossover between 2 & 3 as given below. 

 

(2nd best)  1 0 0 0 0 1 1 1 0 0 0 1 1  

(3rd best)   1 0 1 0 0 1 0 1 1 1 0 0 1 

(Crossover at 5th bit)    

(4th solution) 1 0 1 0 0 1 0 1 0 0 0 1 1  (5th 

solution)  1 0 0 0 0 1 1 1 1 1 0 0 1 
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Thus, in our proposed method, the particles can 

communicate and share the best solutions with each other. 

Based on this the positions and the velocity changed. This 

process leads local minimum and minimize the time for 

convergence. 

Generally, there are two widely adopted stopping criteria. 

One is Fixed-iteration, that is, given a certain iteration time, 

saying N, the search stops after N times of iteration. The 

other is Specified-threshold. During a PSO run, the 

most-fitted value found by the entire group pg, called the 

“best so far” value will be updated by the particles. For 

minimization problems, we specify a very small threshold , 

and if the change of pg during t times of 4 iteration is smaller 

than the threshold, we consider the group best value very near 

to the global optimum, thus the matching procedure stops. 

Due to the center-biased characteristics of real-world motion 

fields, we adopt the fixed-iteration method in this paper for 

reducing the computational cost. 

 

Step 1. Generate initial population of Swarm (Xi) and 

Velocity (Vi). 

Step 2. Each swarm represents subset of blocks. 

Step 3. Calculate the fitness value of each swarm. 

Step 4. Calculate „n‟ number of Xgbest for each particle. 

Step 5. Change the position and velocity of each particle 

based on crossover operation. 

Step 6. Again calculate the fitness value of each swarm. 

Step 7. Find out „n‟ number of Xpbest for each particle. 

Step 8. Compare Xgbest and Xpbest, hold best as Xgbest. 

Step 9. Repeat from Step 5 for maximum number of cycles. 

 

IV. EXPERIMENTS & RESULTS 

In this section, we evaluate the coding performance of the 

proposed video codec using 3-D DDWT-PSO. The 

comparisons are made to DDWTVC and 3-D SPIHT [7], 

which also does not use motion compensation. DTWTVC 

explores the spatio-temporal correlation among the subbands. 

Only the comparisons of luminance component Y are 

presented here. All experimental results are obtained by 

actually running the codec software. For compression, 

3-level wavelet decompositions are applied. The 3-D SPIHT 

uses the Daubechies (9, 7)-tap filters. For DDWT+PSO, the 

Daubechies (9, 7)-tap filters are used at the first level, and 

Qshift filters in [4] are used below level 1. 

Two video sequences “Foreman” and “Rhinos” are used 

for testing. Both sequences have 80 frames with a frame rate 

of 30 fps. Table 1 lists the average PSNR of the two 

sequences at different bit rates. For a video sequence which 

has many edges and motions, such like “Foreman”, 

DDWTVC outperforms 3-D SPIHT more than 1 dB. For 

sequence “Rhinos”, DDWTVC offers around 1 dB better 

PSNR results. Whereas  our proposed codec DDWT-PSO 

outperforms better than DDWTVC and 3-D SPIHT with 

more than 3 dB for both the sequences. Subjectively, 

DDWT-PSO has better performance than the existing and 

has the redundancy caused by symmetric extension, the 

coding results are very promising. Figures 6 and 7 show the 

graph between the number of frames and the PSNR value, as 

shown, the more frame reaches maximum compression.   

                          
TABLE-1: AVERAGE  PSNR COMPARISION AT DIFFERENT BIT RATES 

 
Video 

Sequences 
Foreman Rhinos 

Compression 

Ratio 
1:4 1:3 1:2 1:4 1:3 1:2 

Bit-rate 

(kbps) 
730 1000 1424 730 1000 1424 

DDWT 

+ IPSO 

33.9

8 

37.4

3 

39.3

5 

28.9

6 

33.7

1 

35.3

7 

DDWT 
31.7

9 

32.4

5 

34.5

1 

26.9

5 

29.6

2 

31.1

5 

3D-SPIHT 
29.3

2 

31.4

7 

33.8

6 

26.4

2 

27.2

9 

30.9

3 
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Figure 6. Performance Analysis of Foreman Sequence 
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Figure 7. Performance Analysis of Rhinos Sequence 

 

V. CONCLUSION 

In this paper, a new video codec using the novel    3-D 

Dual-tree wavelet transform hybrid with Particle Swarm 

Optimization (PSO) is proposed and tested on standard video 

sequences foreman and Rhinos. The DDWT-PSO video 

codec applies adaptive vector arithmetic coding across 

subbands to efficiently code the significance bits jointly. At 

the time of coding the subbands, the optimal subbands are 

chosen by using the PSO algorithm. In terms of future work, 

the spatial dependence in each subband needs to be further 

explored to improve the coding efficiency [5]. For DDWT, 

the lifting steps [9] which map integers to integers may 

further reduce the coded data and improve the computation 

speed. Another challenging open research problem is to 

design a rate-distortion optimized scalable video coder, so 



IACSIT International Journal of Engineering and Technology, Vol.2, No.3, June 2010 

ISSN: 1793-8236 

 

 

 

301 

that each additional coefficient offers a maximum reduction 

in distortion without modifying the previous coefficients. 

The result shows that our proposed codec outperforms the 

existing method with better quality.  
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