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Abstract—This paper is devoted to presenting a novel algo-

rithm for curve matching and character recognition. This al-
gorithm is based on constructing and comparing B-spline 
curves of object boundaries. At first, the dominant points are 
calculated on the objects boundary by using Local Curvature 
Maximum (LCM), then, control points are obtained by using 
B-spline least square fitting technique. Curve matching and 
character recognition is done by comparing result B-spline 
curves. The result from proposed method shows good accuracy 
besides low computational complexity of proposed method for 
curve matching and character recognition. 
 

Index Terms—B-Spline curves, curve matching, character 
recognition, control points, parametric values.  
 

I. INTRODUCTION 
There are many techniques for curve matching and char-

acter recognition. The B-spline stands as one of the most 
efficient curve representation, and possesses very attractive 
properties such as spatial uniqueness, boundedness and con-
tinuity, local shape controllability, and structure preservation 
under affine transformation [1]. Because of these properties 
they can be used for represent curves, and consequently they 
have been extensively used in computer-aided design and 
computer graphics [4,6], and object segmentation and 
tracking [7].  

In this paper, curve matching and character recognition is 
done by using of B-spline curves for contour construction. At 
first, dominant points are calculated on the boundary of ob-
jects by using Local Curvature Maximum (LCM), and then, 
control points are obtained by using B-spline least square 
fitting technique. At the end, dissimilarity between sample 
and test character control points are calculated by 
least-square method and then determine most similar cha-
racter, from sample characters data set, as the result. 

The rest of this paper is organized as follows: In section 2, 
scaling and contour calculations and in section 3, details on 
the proposed method for calculations of dominant point are 
described. In section 4, calculations of control points based 
on least-square B-spline curves fitting method are described. 
Finally, In Section 5 proposed method for Dissimilarity cal-
culations between curves method  are described and expe-
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rimental results are given to demonstrate the usefulness and 
quality of the approach. Steps of Our proposed method are 
explicitly presented in fig 1. 

 
 
 

II. SCALING AND CONTOUR CALCULATION  
At this stage, scaling is used to avoid from error created in 

calculation of B-spline curves and elucidating results. Then, 
we calculate boundary image points by using of gradient 
filter. The results are depicted in fig. 6. 

 

III. DOMINANT POINTS  

Since there is not need to use all data points for curve 
contour construction, besides some points properly selected 
from the given points play an important role in yielding better 
approximations; 

Fitting curve problem by using of dominant points, thus, 
will present better approximation. The dominant points are 
obtained based on a method described in [2]. 

For the time being , consider that the B-spline curve fitting 
problem of character boundary is basically converted to se-
lect dominant points dj    j= 0,…,n  from data points pi  i= 
0,…,m . Once dominant points are chosen, a B-spline curve 
can be generated with ease by performing the knot placement 
in Eq. (6) and the least-square curve fitting to all the points. 
Eventually, the quality of a resulting curve depends on how to 
select dominant points. Various kinds of feature points cha-
racterizing the shape of the given point set can be used for 
selecting dominant points. Compared to the others, the LCM 
points can be determined more easily and robustly. Since,  In 
this work, LCM (Local Curvature Maximum) method that 
was described in [11], is used. From the curvatures ki esti-
mated at the given points, we would select n points, as LCM 
points, that they have greater curvature. 

A. Curvature 
Curvatures of the given points provide useful information 
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Fig.  1 B-spline curve matching steps
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to describe the shape of the points [3], [6].  When a curve r(t) 
is given, the curvature ki  at the points pi can easily obtain as 
follows [6]: 
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Where )( itr ′  and )( itr ′′  are the first and the second 

derivatives of the curve r(t) at the parameter it , respectively. 
Eq. (1) is used to estimate the initial curvatures of the given 
points for the base curve and to update the curvatures as the 
iteration proceeds. The result shown at fig. 3 and 4. 

 

IV. CONTROL POINTS OF B-SPLINE CURVES 
We have assumed that the reader is familiar with the 

concepts of B-spline curves [3], [6], [8].Let r(t) be the posi-
tion vector along the curve as a function of the parameter t, 
B-spline curve of this function can be represented as follow 
[3]: 
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where Cj , j = 0, ... , n are the position of n+1 control points 
and {Bi,p |i=0,…,n} are the normalized B-spline basis func-
tions of order p. The knot vector T={t0,t1,…,tn+p,tn+p+1} con-
sists of non-decreasing real-valued knots and mostly its first 
and last knots are repeated with multiplicity equal to order p 
as follows: 
 

1,0 110 ====== ++− pnnp tttt LL       (3) 

A. Least-Square B-Spline Curve Fitting Method  
As a widely used tool for computing a B-spline curve r(t), 

least-squares B-spline curve fitting problem from data points 
pi , as shown in fig. 2 takes three steps: parameterization, knot 
placement, and least-squares minimization. In parameteriza-
tion, we select the parametric values iu  of the points pi . In 
knot placement, we determine a knot vector T after specify-
ing the order p and the number of points n. In least-square 
minimization, we determine the control points Cj ( j = 0, . . . , 
n) of a B-spline curve C(t). this process is described as fol-
lows: 

 
Fig.  2 Least-Square B-Spline Curve Fitting Method  

1)
 

Parameterization 
In parameterization, we select the parametric values iu , 

from the dominant points di , that have described in section 3. 
Mostly the parameter values are computed using the chord 
length or centripetal methods [1], [2], Accordingly, we use 
the chord length for computing parameter values. The chord 
length technique is defined as follows:  
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    Where di , the approximated length of the curve  is: 
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2) Knot Placement 
In knot placement after specifying the order p, the number 

of dominant points n, the parameter values iu  and the 
number n of control points, we determine a knot vector T. 
Mostly the knots are determined to reflect the distribution of 
the parameter values and to guarantee that every knot span 
contains at least one parametric value. The interior knots it  
of the knot vector T can be spaced as follows [3]: 
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Where n+p+1  is the size of knot vector, p is degree of 
curve and n+1 is the number of control points . 

For the time being, we can compute control point values by 
using least-square B-spline curve fitting by using Eq. (6), as 
the follow. 

3) Least-Square Fitting Method 
In least-square minimization process, we determine the 

control points Cj , j=0,…, n of a B-spline curve r(t) by mi-
nimizing the least-squares error defined as[3], [4]: 
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Where m is the number of data points. 
This method is described in [2], in details. 
 

V. DISSIMILARITY BETWEEN CURVES  
So far, we describe how to compute B-spline curves for a 

set of data points from sample and test characters. For ex-
ample, B-spline curve of the sample and test character are 
been shown in Fig. 3. For the time being, we will compute 
dissimilarity between each sample character and test cha-
racter and then find the best matched character among the 
samples character to the test character. Therefore, we let r(t) 
and r´(t) to be the B-spline curves of test and sample character. 
In this section, we will calculate dissimilarity between test 
character and all sample character in our codebook, and then 
select a character that has most matching degree with test 
character as the matching process result. 
 

 
(a) Sample character 

 
(b) Test character 

Fig.  1 comparison between the B-spline curves of test and sample character. 
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Let Q = (q1, q2, … , qn+1) be the control vector of test curve 
r(t) and Q´=(q´1,q´2…,q´n+1) be the control vector of sample 
curve  r´(t), and let l be an index that minimizes distances 
between two control vectors. Then, similarity between two 
control vector is determined as:  
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At the time being, error rate E between the test curve r(t) 
and a sample curve r´(t), is defined as: 
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Such that: 
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Where m is the number of B-spline curve points and tl  is 
distance between two B-spline curve. 

In this paper, we have considered the number of control 
points equal to n+1 as the number of dominant points selected 
from m data points.  

The best character matching from sample codebook with 
the test character, then, can be determined with iterating this 
comparison process for all sample characters against the test 
character. 

 
Fig. 4- comparison between the B-spline curves. 

 

VI. CONCLUSION  
B-splines stand as one of the most efficient curve repre-

sentations. A method for solving curve matching problem by 

using of B-spline curves is presented, in this paper. Proposed 
method can effectively detect characters with different sizes, 
formats, especially can effectively applied to recognize 
handwritten. Some advantages of dissimilarity comparison 
between test character and sample characters have obtained 
from the proposed method are shown in Table 1. Corres-
ponding  B-spline curves of their character boundary images 
are shown in fig. 5. As the result are shown in Table 1, pro-
posed method can effectively recognize characters. 

 

Fig. 5 - A spline basis function Bn,d

 

of order d is built up recursively from 
basis functions of lower order. 
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Fig.  6  steps of proposed Algorithm 

TABLE 1 RESULT OF COMPARISON BETWEEN TEST CHARACTER H AND SAMPLE CHARACTERS (A,
 
B,

 
N,

 
H,

 
D) 

         Text 
Sample            a b c d e f g h k L m n 

a 0.894
 

1.252 1.014 1.607 1.476 2.012 1.115 1.341 1.917 1.413 1.682 1.117 
b 1.178  1.005

 
1.101 1.128 1.392 1.607 1.952 1.150 0.931 1.018 1.227 0.804 

c 1.154 1.901 0.452
 

1.234 0.931 1.763 1.416 1.544 1.481 1.449 1.604 1.737 
d 1.583 1.154 1.005 1.121 0.981 1.357 1.505 1.171 1.456 1.132 1.739 1.457 
e 1.127 1.529 0.394 1.670 0.516 2.112 2.192 1.803 2.005 1.913 1.346 1.178 
f  1.870 1.165 1.282 1.175 1.647 1.175 1.692 1.564 1.341 1.159 2.325 2.070 
g 0.824 1.307 1.156 1.663 1.173 1.874 1.026

 
1.550 1.712 1.789 1.221 1.761 

h 1.178  1.337 1.442 1.153 2.176 2.201 2.475 1.099 1.180 1.148 1.294 0.283
k 2.127 0.828 2.011 1.933 1.464 1.724 2.296 1.159 0.715

 
1.098 1.443 1.217 

l 1.758 1.139 1.306 0.988
 

1.412 1.290 2.100 1.117 0.808 0.342
 

1.470 1.127 
m 1.237 1.455 1.168 1.413 1.742 2.478 2.203 1.206 1.270 1.362 0.766 1.104 
n 0.950  1.141 1.963 1.632 1.183 1.802 1.351 1.219 1.054 1.177 0.920 0.780 

 

APPENDIX 

B-Spline Curves 
Letting r(t) be the position vector along the curve as a 

function of the parameter t, a B-spline curve is given by  
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where  a ≤ t ≤ b, the Ci are the position vectors of the n+1 
control polygon vertices, that they can be calculated from 
least-square algorithm introduced in Eq. 7 and Bi,k are nor-
malized basis functions for a spline of order k that they can be 
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built up recursively from basis functions of lower order as 
follows: 
Bi,k 
Bi,k-1    Bi+1,k-1 
Bi,k-2    Bi+1,k-2     Bi+2,k-2 
.                                                                  . 
.                                                                  .                .   
Bi,1       Bi+1,1          Bi+2,1         Bi+3,1   .   .    .     Bi+k-1,1 

 Let Bi,k, be the ith basis function for a spline of order k. 
Then for a spline with non-uniform  knots spacing, the fol-
lowing recursive rule applies: 
Ground instance 
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These curves are described in references[3], [4], [6], in 
details.  
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